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Abstract

Micro-blogging platforms have become a prominent source of public informa-
tion, that enables users to keep inter-personal relationships, but also to voice
personal sensations, emotions, and feelings. The outpouring of this flow of digi-
tal data can reveal interesting nuances of peoples’ perceptions and feelings with
regard to social, economic, and political aspects. Specifically, being able to
detect and predict emotions evoked in micro-blog posts, propels our ability to
infer actionable insights and invaluable knowledge from social data.

The aforementioned reasons have sparked a whole wave of research centered
around the study of various aspects of emotion analysis, such as emotion re-
source creation, emotion-based action-reaction, emotion detection, and analysis
of the readers and writers authoring short texts (messages). The recent litera-
ture has shown the potentialities of technologies based on emotion detection and
analysis. However, the understanding of user-generated emotional content is a
challenging task because it requires the extraction of textual units of interest
and the search for potential knowledge nuggets, such as those on the correlation
between emotions conveyed over time.

In this thesis, we tackle the task of emotion analysis taking a two-fold ap-
proach, one centered on the predictive text mining techniques and the other on
descriptive ones, in the context of a very representative case, that of emotion
analysis of social posts with political content. We investigate a three-fold re-
search problem (at the core of this thesis) starting with a predictive task that
aims at classifying the textual units concerning a set of predefined emotion cat-
egories, here defined upon Ekman’s model — a cognitive-based emotion theory.
Next, we tackle the second problem, which concerns a descriptive task. It aims
at characterizing and summarizing the emotional behavior of a user through
the analysis of a collection of emotive textual units. We conclude with a more
complex descriptive task, that of sequential rule mining of utility-annotated
emotions conveyed through social text messages. Towards this end, the pro-
posed framework purports to discover patterns of concomitant emotional status
and time-separated emotional status over social postings, which will indeed re-
veal forms of correlation and implication between emotions conveyed at a user
level. To the best of our knowledge, high-utility sequential rule mining’ main
real-world applications, in any event go back to product recommendation and
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market basket analysis. Hence, our approach is the first approach of using a
model based on the utility metric for the analysis of temporal data of user pro-
files. We have provided a conceptual mapping of the Utility metric (previously
used for the market basket rule scoring) in the domain of user profile modelling.
The input coming from user posts has been engineered so that it could fit the
algorithm used in our approach.

Our extensive experimental study assesses the approaches under different
perspectives, yet always focused around the user level. We empirically compare
and contrast deep learning architectures versus classical machine learning al-
gorithms. For simplicity, we focus only on the Accuracy metric for comparing
performance among methods. For this purpose, we present (i) extensive experi-
ments, aimed at the construction of a user profile based on emotional keywords
and (ii) a preliminary summary of experimental data aimed at evaluating several
sequential pattern mining algorithms in terms of different algorithmic choices.
These results and evaluations pave the way towards the final set of experiments
that assess our proposed sequential pattern mining approach for user emotion
detection from a qualitative and quantitative perspective.
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Chapter 1

Introduction

This thesis presents a novel sequential pattern mining approach to exploit emo-
tive textual data, especially centered around the user-level analysis. In what
follows, we provide an introduction that is designed to briefly present the mo-
tivation of this thesis. Section 1.1 sets up the background scenery and explains
a high-level taxonomy of the methods detailed in the subsequent chapters. Af-
terward, Section 1.2 summarizes the main challenges of the field along with the
different contributions that have been developed throughout this dissertation.
Finally, Section 1.3 depicts the several chapters.

1.1 Background and Motivation
In the last few years, the intensive and persistent increase of the sheer size of
data combined with a series of breakthroughs in Machine Learning (ML) has led
to an exciting surge of progress in Artificial Intelligence (AI) research. Partic-
ularly, unstructured data in the form of digitized text are rapidly increasing in
terms of volume, accessibility, and relevance. The pervasive diffusion of digital
technologies and modern applications has fundamentally changed not only the
very nature of data and information but more importantly how we explore and
analyze them to benefit various processes and domains of application.

The flood of textual data grows every year, as different format data pours
in among others, from various online sources such as sensors, smartphones, mi-
croblogs, social media, press releases, user reviews, databases, industry-related
communications, government reports, scientific articles, and discourse.

In return, the growing quantity and variety of unstructured and semi struc-
tured textual data drive additional demand for developing new computational
methods and approaches that will perform efficient data understanding, process-
ing, and analysis, in almost real-time fashion. It is obvious that in addition to
informative content, textual data contain attitudinal, and moreover, emotional
content. They are fundamentally human (generated by humans), in that they
capture and convey people’s perceptions and feelings dealing with the univer-
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2 CHAPTER 1. INTRODUCTION

sal life experience. Thus, textual data hold a higher degree of complexity, not
easy to untangle using classical analytical approaches. Traditionally, the task
of analyzing text in natural languages lends itself to linguistic and statistical
approaches, leading therefore to two different directions: text analytics and text
mining. With respect to the latter one, ML has always served as the breeding
ground for improvement and progress.

1.1.1 Machine Learning
Machine Learning has received considerable attention from both industry prac-
titioners and academic researchers. ML is an important subfield of Artificial
Intelligence (AI), whose main aim is to mimic intelligent abilities of humans by
machines. It is concerned with the design of algorithms that permit machines
to evolve behaviors (learn) based on empirical data.

In Machine Learning (since its inception back in 1959, when Arthur Samuel
coined the term) a central problem has always been understanding how machines
can learn, and from there building machines that are capable of performing sev-
eral useful tasks without being explicitly programmed to do so [14]. In principle,
it means that ML accounts for the machine’s ability to acquire experience and
adjust itself accordingly, without necessitating for much human supervision. In-
stead, they do rely on input data in the form of labeled or unlabelled examples
(training dataset) from the phenomena under consideration, which are further
used to derive the output exhibited in the form of classification, detection, pre-
diction, clustering, or association. The degree to which machine learning should
take advantage of labeled input data for learning purposes lead to three main
strands of Machine Learning: i) supervised learning, ii) unsupervised learning
and iii) semi-supervised learning.

Not all ML problems fall neatly into the supervised/unsupervised division.
Often reinforcement learning (RL) is considered a fourth major category of ML,
attracting a lot of researchers and opening new research avenues.

In this thesis, we only consider supervised and unsupervised learning prob-
lems. In a nutshell, supervised machine learning is all about drawing a
prediction function from labeled input examples/data referred to as the train-
ing data, each instance of which consists of a pair example-corresponding label.
The goal of the learning algorithms here becomes to build a model that maps
input to output based on the training data and has its performance measured
based on how well it deduces correct labels on a set of different, new examples,
namely the test data. On the contrary, unsurpervised machine learning
relies on unlabeled input data; hence learning algorithms draw inferences from
datasets, often based on similarity or distance of instances. Ultimately, built
models uncover profound relationships, hidden regularities, or anomalies in the
data.

Much of the success of ML is attributed to the fact that it turns suitable
for solving tasks that are otherwise difficult to program or model. ML tools
and techniques are currently deemed ideal in learning to recognize patterns
on their own and make predictions, which have resulted pretty promising in
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applications in both research and production settings. The interest spurred in
ML paradigms and algorithms is tightly coupled with ML’s ability to exploit
complex large volumes of data within limited running times, and to uncover
more fine-grained patterns that are ultimately used to make more timely and
accurate predictions than ever before [116].

1.1.2 Text Mining
One of the most popular approaches to text analysis is text mining. It is a disci-
pline located at the intersection of Statistics, Data Mining, and Machine Learn-
ing. For it sprang as an interdisciplinary field, its methodological landscape is
really broad, hence text mining development is considered rather fragmented
and disorganized [1].

The use of text mining as a term originates in the early 1980s [47]. Formally,
text data mining (TDM) was then used at 1st KDD workshop back in 1989.
Marti Hearst coined the term, pointing out the contrast between it and other
concepts such as information retrieval and natural language processing [45].
From 1999 onward, text mining has rapidly developed to form a now-substantial
and rich body of literature, including cognate disciplines like computational
linguistics, library science, neuroscience, etc.

Traditionally, text mining has relied on statistical models learned from large
collections of training data. Eventually, it started to use natural language pro-
cessing (NLP) to transform text-based data from various sources, and then to
make the information contained in the text, accessible to various ML algorithms.
Its main advantage is the ability to analyze large text corpora through inductive
learning, and moreover, it promises to do so in a transparent and reproducible
manner [49]. Through a knowledge-intensive process, text mining employs dif-
ferent mathematical and linguistic representation models in order to discover
and explore interesting patterns, which otherwise would go unnoticed.

Despite advantages presented in the form of adaptive and scalable models,
the most present and threatening challenge is that of model overfitting (rela-
tionships between features and outcome labels appear stronger than they really
are). In response, improvements can be achieved by analyzing very well the
data space, reducing sparsity, and adding more training examples in order to fit
a more thorough model.

When it comes to categorization, the field of text mining is divided mainly
in terms of different methodologies. At best, we can refer to the classification
proposed by [1]. Text Mining constitutes a wide array of tasks, all aimed at
extracting valuable hidden information, patterns, and/or rules about different
aspects of text data, including but not limited to Information Extraction, Doc-
ument Classification, Clustering, Summarization, Information Retrieval, Web
Mining, Association Mining, Trend Analysis, Machine Translation, NLP etc.
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1.1.3 Text Analytics
Early on, the field of text analytics evolved from the broad field of computational
linguistics. Classical text analytics approaches are based firmly on the deep
linguistic understanding of textual data. In principle, it takes a human-oriented
approach to the text analysis problem - capturing syntactic and semantic aspects
of text-based data and encoding human knowledge into a series of linguistic
rules. As a first step, human know-how is encoded into structured formats such
as lexicons, ontologies, semantic networks, taxonomies or regular expressions.
Next, words pertaining to this knowledge base are used to generate linguistic
rule-sets that will suggest labels for documents or text snippets. This way, we
gain a quantitative and qualitative understanding of large collections of text
data, used to generate new and relevant insights.

The key advantage of text analytics approach is the ability to incorporate
and use human understanding into the process. This over-reliance on the human
factor (due to the human generation of the rules), may slightly shift the afore-
mentioned advantage into a limitation. This becomes especially true/visible
when required to create working rules for more complex concepts [120]. Addi-
tionally, this labor-intensive process will produce a large rule-set that may work
quite well for the specific problem, but it won’t generalize well when applied in
similar or new domains.

Traditionally, the field of text analytics is divided into several different ap-
proaches, each based on a different way of analyzing the use of a natural lan-
guage. There are at least six main approaches to text analysis, widely exploited
in the space of social sciences. These approaches encompass Conversation Anal-
ysis, Analysis of Discourse Positions, Critical Discourse Analysis, Content Anal-
ysis, Foucauldian Analysis, and Analysis of Text as Social Information [50]. It
is inspiring and promising though, to note that recent research in multiple do-
mains, has attempted to integrate the above mentioned approaches (based on
different theoretical foundations and philosophical assumptions) to current text
mining ones.

1.1.3.1 Text Analytics versus Text Mining

Lastly, the terms Text Analytics and Text Mining are used interchangeably, pro-
moting, therefore, a combination of the two fields’ perspectives and strengths
in one. The realization that linguistic, statistical, and machine learning ap-
proaches can complement each other and integrate to produce better results,
led to today’s definition of text mining as a multidisciplinary field. Today’s
popularity of Text Analytics is aligned largely with the diversity and ubiquity
of textual content. The availability of cheap, fast computing along with the
widespread use of smartphones and the adoption of text-based communication
platforms gave new impetus to TA. Subsequently, the advent of social media
and microblogging led to massive quantities of data, the vast majority being
unstructured or semi-structured.

However, modern text mining approaches constantly evolve in response to
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Figure 1.1: Data generators estimations on May 2021 a

aSources of the reported data:
https://www.oberlo.com/blog/twitterstatistics
https://en.wikipedia.org/wiki/Wikipedia:Statistics
https://foundationinc.co/lab/quora-statistics
https://www.businessofapps.com/data/reddit-statistics
https://www.oberlo.com/blog/facebook-statistics
https://developers.google.com/search/blog/2021/01/index-coverage-data-improvements
https://www.statista.com/statistics/456500/daily-number-of-e-mails-worldwide

ongoing waves of digital transformation, increased predictive analytics demand
and due to the advent of Big Data.

1.1.3.2 Towards Big Data Analytics

The Big Data era is shaping a completely new direction of advanced data ana-
lytic techniques, namely recognized as Big Data Analytics. An appreciation of
the unprecedented increase of data quantities accumulated from the most pop-
ular Web services to date (until May 2021) from popular microblogs to Google’s
indexed pages, is depicted in Figure 1.1.

Obviously, the need to manage and analyze this influx of big data (data
deluge) is the greatest incentive to develop advanced data-driven analytic tech-
niques, so as to reveal hidden patterns, uncover unknown relations, and some
high-quality information, which is employed on the promise to make everyone’s
life healthier, our tasks effortless, and our businesses more agile and success-
ful. With respect to this big picture, it is important to acknowledge not only
the immense informing opportunities that big data provides but also the main
challenges along the way. These challenges are summarized below:

• Scalability: The data deluge is all about those voluminous data, pouring
in from sensors, devices, smartphones, digital platforms, independent or
connected applications that we need to distill and harness. Algorithms
that mine Big Data should be designed with care, taking into account
the growing pace and the increasing complexity of data. These should be
flexible enough to adapt to the evolving nature of Big Data while sticking
to the accuracy and time efficiency requirements.
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• Distributed data: Conventional data analytic tools relied on centralized
tools that process quantifiable datasets. As opposed to that, Big Data is
generated from diverse, multiple, autonomous, and heterogeneous sources,
often distributed across multiple physical and technical sites. Therefore,
algorithms that mine Big Data need to be distributed in order to genuinely
handle the data sea.

• Evolving data: The shift from static data to dynamic data generated
on the go, at a real-time pace, brings up the necessity to come up with
sophisticated mining algorithms. They should be well-suited to fast and
accurate real-time analysis performed on dynamic datasets.

• Heterogeneous data: Big Data can be envisioned as a messy compilation of
large complex sets of data, incredibly massive, unstructured, ”dirty”, noisy,
vague, partial, and moreover heterogeneous due to their provenience. Yet,
it offers myriad opportunities and valuable insights buried in the data,
questing to be handled from new algorithms, re-imagined solutions, and
techniques.

1.1.3.3 Scope of this Thesis

Among the wide range of tasks encompassed by data mining, this thesis is
centered around two main subfields/paths: predictive and descriptive data
mining, in the context of a very representative case, that of emotion analysis
of social postings with political content/nuances.

We investigate a three-fold research problem (at the core of this thesis)
starting with a predictive task that aims at classifying the textual units with
respect to a set of predefined emotion categories, here defined upon Ekman’s
model [28] - a cognitive-based emotion theory. To achieve this goal, we exploit
different classifiers, using deep learning and other classical machine learning
classification algorithms.

Up next, we continue with the second problem, which concerns a descriptive
task. We aim to come up with an instrument that will allow us to characterize
and summarize the emotional behavior of a user through the analysis of a collec-
tion of emotive textual units. For this reason, we leverage clustering algorithms
in order to model emotion dynamics encapsulated in microblog texts and posts
in the Albanian language. The decision to perform word-based clustering on our
initial data sets was motivated primarily by the growing interest in real-world
applications and/or technology enabled by sentiment and emotion analysis.

To this end, we take over a more complex descriptive task, that of sequential
rule mining of utility-annotated emotions conveyed through social text messages.
Towards this novel perspective, we aim to discover patterns of concomitant emo-
tional states and time-separated emotional states over social postings, which will
indeed reveal forms of correlation and implication between emotions conveyed
at a user level. The pinnacle of this thesis is the proposal of a fully fledged
framework for fine grained emotion analysis, which takes into account our pre-
viously investigated tasks and reflects the best results obtained, leading to a
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three-block workflow: (i) textual data preparation, (ii) emotion classification,
and (iii) high utility sequential rule mining. Along with the ability to refine
textual input data and to automatically predict the probability distribution of
emotion labels over the set of unlabelled sentences, our framework implements
a representation formalism, which not only frees up the analyses from tempo-
ral granularities, but more importantly it doesn’t necessarily imply the use of
lexical resources. The ultimate goal of the proposed framework is to exploit a
scoring function mainly used in the market basket analysis and show through
experiments that such approach results into a successful and novel approach.

The aforementioned aspects, underpinning this thesis, raise technical chal-
lenges which we face with contributions in document classification, deep learn-
ing, emotion psychology, and pattern mining described as follows.

1.2 Challenges and Contributions
This dissertation brings diverse directions together for the first time, in order
to build state-of-the-art technologies (based on emotion detection and analysis)
that are able to understand textual contents, and infer complex information
from social/emotional cues.

We tackled two complexity degrees, that is, the emotional content of so-
cial media postings and the use of ’quantitative’ patterns. Indeed, high-utility
patterns have been considered to reduce the information loss concerning the
different emphasis with which distinct emotions can be voiced. A further com-
plexity degree lies in the study of the ’time-aware’ implication of the emotions,
which allows us to unearth insights on the temporal consequence rather than
the mere co-occurrence.

Methodologically, the proposed computational solution is organized in
three main steps. The first and second steps are in charge of (i) handling the
unstructured information of the social postings and (ii) recognizing the mentions
of the emotions. Clearly, this part resorts to emotion detection models that
require sentences specific to the language. However, this does not constraint
the whole framework to be adapted for other languages. The third step, (iii)
implements a purely unsupervised data mining task, which does require no
adaptation.

From the experimental viewpoint, we focused on the sequences of emo-
tional states associated with individual users (user-level) rather than working
on summarizing sequences (community-level). Indeed, this allows us to preserve
the original occurrences of the emotions by reducing the risk of distribution drifts
that aggregations of the occurrences would have introduced.

From the application viewpoint, we explored the viability of the approach
in the context of social postings with political content, which turns out to be
appealing and challenging since it is a strong collector of opinions and emotions.

The majority of the research reported in this thesis has been already pub-
lished in conference proceedings and journals. In detail, Chapter 3 is based
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on the publication in [92]. The work described in Chapter 4 is based on the
publications in [90, 94, 93]. Chapter 5 presents experimental evaluations from
the following research works [94, 92, 93].

1.3 Outline of the thesis
The outline of the thesis is detailed as follows:

• Chapter 2 introduces preliminary theoretical grounds, on top of which
we have developed methods and tools to analyze microblogs’ textual data,
bound with emotional content, and lets the reader familiarize themselves
with the problems of text mining in real-world social networks. An overview
of challenges encompassing the field of research is also presented.

• Chapter 3 presents a short digression into the science of emotion and
gives an overview of the most popular emotion theories and emotion mod-
els according to psychology and adjacent science fields. Having acquired
a solid understanding of the application domain, it then forges the the-
sis forward channeling the discussion towards predictive text mining. It
describes the first approach to emotion analysis casted as a classification
problem.

• Chapter 4 introduces two novel approaches to descriptive tasks applied
in the domain of microblogs’ textual content. The first one is aimed at
characterizing, summarizing, and modeling emotion dynamics in micro-
blogging texts and posts in the Albanian language. The second approach
presents a more complex descriptive task, that of sequential rule mining
of utility-annotated emotions conveyed through social text messages.

• Chapter 5 presents experimental validations for the approaches pro-
posed in previous chapters, under different perspectives, yet always cen-
tred around the user.

• Chapter 6 draws the conclusions by highlighting some final remarks and
commenting the open research problem.



Chapter 2

Theoretical Background

In this chapter, we introduce preliminary theoretical grounds, on top of which we
have developed methods and tools to analyze microblogs’ textual data, bound
with emotional content. This top-down review will help solidify the topic of this
thesis, introducing first the field of Sequential Pattern Mining (SPM) and defini-
tions that apply to it. Then we present and discuss the current state-of-the-art
in Predictive Text Mining (PTM). The third section presents an introduction to
Descriptive Text Mining (DTM) and its successful applications to date. Once
the main foundations have been introduced, we define the challenges encom-
passing our field of research.

2.1 Sequential Pattern Mining

2.1.1 Overview
Sequence mining is one of the most investigated tasks in data mining and it has
been studied under several perspectives. With the rise of Big Data technologies,
the perspective of efficiency becomes prominent, especially when mining massive
sequences.

By definition, sequences are elements arranged according to a total or partial
ordering. They are very common in many real-world scenarios, such as click-
streams and trajectories. Click-streams represent sequences produced by the
web browsing activity of a user, the web pages visited by the user represent the
elements of the sequence, while the order is established by the time-stamp when
a web page is visited. Trajectories are sequences of geo-referenced positions
produced by the movement, while the order is established by the motion of the
moving objects [62]. The order is not only necessarily related to time, but also
to space. Likewise, in textual documents and biological studies, sequences are
series of chars or series of nucleotides whose order is based on the position that
they have with respect to the other elements. In many applications, the elements
denote complex entities and often represent sets of single basic elements where
no order relation holds. Market basket analysis is one of these applications,

9
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where a set of items corresponds to a purchase of a customer in a mall, while a
sequence represents the series of purchases made in a week. Analyzing sequences
can thus become profitable and advantageous for many real-life applications
and one of the technologies adopted is represented by Sequential pattern mining
(SPM), which comprises techniques for mining sequential data and discovering
interesting sub-sequences in a set of sequences [34].

The blueprint for sequence mining algorithms proposed in the literature
is enumerating all the interesting sub-sequences in the space of all the possi-
ble sub-sequences. Typically the notion of interestingness relies on the rela-
tive frequency, which provides statistical evidence to a sequential pattern and
thus provides arguments about the regularity of a sub-sequence in a database
[65]. Therefore, sub-sequences that have a frequency greater than a user-defined
threshold are those selected as valid sequential patterns. To discover all the fre-
quent sub-sequences, we should explore the whole search space by means of a
generate-and-test strategy that builds all possible sub-sequences and tests the
frequency against the minimum threshold.

This problem has been often tackled by approaches specifically designed for
selected domains [19, 86, 119, 63], while others have a more general characteri-
zation [39, 35, 97]. However, regardless of the domain or specific approach, most
of research studies mainly focus on three specific algorithmic features and on
how these can be effectively and efficiently developed: (i) the method to explore
the search space, (ii) the representation of the database of sequences, and (iii)
the generation of the sequential patterns. There are several theoretical studies
and surveys on SPM algorithms [71, 67, 34].

2.1.2 Background and Basics
SPM has originally been formalized in [97] and the subsequent research has
inherited the same formulation, which revises one of the association rule mining
problem scenario.

Let I : {i1, i2, . . . , im} be a set of elements with nominal values, termed items.
An itemset X is an unordered set of items such that X ⊆ I, the cardinality of X,
|X| corresponds to the number of contained items. Without loss of generality,
we assume that items of an itemset are sorted in lexicographic order. An itemset
X of cardinality |X| = k is said to be of length k. For example, given the set of
items I : {a, b, c, d, e, f}, the set {a, b, c} has length 3 and consists of the items
a, b and c.

A sequence is an ordered set of itemsets s = 〈I1, I2, . . . , In〉, such that Ih ⊆ I
(1≤ h ≤ n). A sequence s of cardinality |s| = n is said to be of length n. An
example of sequence is s = 〈{a, b}, {c}, {f, g}, {g}, {e}〉, where it is assumed an
order relation which establishes the itemset {a, b} to precede the itemset {c}.
For instance, in the scenario of the click-stream, by assuming the order relation
holding on the hours, the itemset {a, b} indicates a set of two web-pages a and
b visited in the same hour, while the itemset {c} indicates a set consisting of
the sole page c visited in a subsequent hour.
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A sequence database is a list of sequences SDB = 〈s1, s2, . . . , sp〉, each as-
signed to an identifier. Sequential patterns are mined by searching the oc-
currences of sequences in a database SDB and computing their support. The
support of a sequence sa is the number of sequences of a database SDB that
contain sa. If this value exceeds a user-defined minimum threshold of support,
denoted as min_support, the sequence sa is considered frequent and identi-
fied as valid sequential pattern. To check if a sequence sb : 〈B1, B2, . . . , Bm〉
contains a sequence sa : 〈A1, A2, . . . , An〉, we search for a series of integers
1 ≤ i1 < i2 < . . . < in ≤ m such that A1 ⊆ Bi1, A2 ⊆ Bi2,...,An ⊆ Bin.

The exploration of the search space, common to all sequential pattern mining
algorithms, consists in mining valid sequential patterns based on the shortest se-
quential patterns, starting with sequential patterns of length 1. This is typically
done by means of two basic operations which extend the sequences by inserting
either one itemset or one item. These two operations are termed s-extension
and i-extension.

A sequence sb : 〈I1, I2, . . . , Im, {x}〉 is a s-extension of a sequence sa :
〈I1, I2, . . . , Im〉 if sa is a prefix of sb and the item x appears in an itemset oc-
curring after all the itemsets of sa. A sequence sa : 〈A1, A2, . . . , An〉 is a prefix
of a sequence sb : 〈B1, B2, . . . , Bm〉 if n < m, A1 = B1, A2 = B2, . . . , An− 1 =
Bn− 1 and An is equal to the first |An| items of Bn according to the lexico-
graphic order on the items.

A sequence sc : 〈I1, I2, . . . , Im ∪ {x}〉 is a i-extension of a sequence sa :
〈I1, I2, . . . , Im〉 if sa is a prefix of sc, the item x is appended to the last itemset
of sa and the item x is the last one in Im according to the lexicographic order.
Next we report two examples for illustration purposes:
The sequences 〈{a}, {a}〉, 〈{a}, {b}〉 and 〈{a}, {c}〉 are s-extensions of the se-
quence 〈{a}〉, whereas the sequences 〈{a, b}〉 and 〈{a, c}〉 are i-extensions of the
sequence 〈{a}〉.

2.1.3 Approaches for Sequential Pattern Mining
In this section, we present and discuss the most representative solutions for
implementing the three features that characterize the algorithms of SPM. The
features are (i) method to explore the search space, (ii) representation of the
database of sequences, and (iii) generation of the sequential patterns. Despite
the fact that these aspects are not independent from each other, we try to
inspect these separately highlighting their properties.

Exploration of the search space. The space of all the possible sequences,
where searching for the sequential patterns is exerted, can be modeled as a
lattice (see Fig. 2.1), which is a partially ordered set, whose elements are the
patterns defined on the set of the items (I) present in the database. Space is
organized by levels, the patterns of a level are prefixes of the patterns of the
next level and have the same length. The patterns of a level are thus obtained
as s-extensions or i-extensions of the patterns of the previous level, so their
length is increased by one. The exploration of the lattice can be done in two
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Figure 2.1: Representation in form of a lattice of the search space

different ways, breadth-first search and depth-first search. The breadth-first
search follows a level-wise strategy, in that it visits a level of the lattice at a
time and processes all the patterns of a level before considering the next level.
Once a level has been visited, it will not be explored again. Procedurally, the
search first considers all the patterns of length 1, then it visits the next level to
process all the patterns of length 2 and, subsequently, the level with the patterns
of length 3. It follows this strategy until it reaches the longest pattern. The most
representative algorithm implementing the breadth-first search is GSP [97].

The depth-first search explores the lattice in-depth and processes the pat-
terns of a level without necessarily completing that level. When it reaches the
leaves, that is, when there are no patterns, it backtracks to the first level (pat-
terns of length 1) and re-starts visiting the remaining patterns of the levels
which it had previously visited. Procedurally, the search first considers all the
patterns of length 1, then it takes one and processes one pattern of length 2
originated by the pattern of length 1. Subsequently, the pattern of length 2
is used to process one pattern of length 3 of the next level. This procedure is
recursively performed until no pattern can be visited anymore. The most rep-
resentative algorithms implementing the depth-first search are PrefixSpan [78],
SPADE [115] and SPAM [7].

The exploration of the lattice of the sequential patterns is costly, especially
when the number of items is very large, considering that we should generate a
set of patterns with a magnitude order equal to 2i from a database with i ele-
ments. To solve this problem and make the exploration efficient, the algorithms
(regardless of the space search technique) have implemented pruning techniques
aiming at removing sub-spaces that could contain uninteresting patterns. The
most used technique relies on the anti-monotonicity property of the support,
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according to which we can avoid generating the sequence sa if there exists a
sequence sb, which is contained in sa, whose support does not exceed the mini-
mum threshold min_support. The sub-space containing sequences longer than
sa can therefore be pruned since those sequences will not exceed the threshold
(intuitively, if a sequence sa is not frequent, then all the sequences which contain
sa will be not frequent).

Representation of the database. The representation format of the input
sequences becomes relevant when counting the number of occurrences of a pat-
tern in the database. There are three main solutions, (i) horizontal databases,
(ii) vertical databases, (iii) projected databases. In the horizontal format, we
transform the original transaction database SDB in a list of sequences ordered
by identifier. For each sequence, the itemsets are sorted by relation order (e.g.,
time). This way, in order to count the occurrences of a pattern, we should match
the itemsets of the pattern against those of a sequence of the database SDB. In
the case of GSP implementation, this solution requires to access the database a
number of times equal to the number of input sequences, which result expensive
in terms of time, especially in massive databases.

In the vertical format, we transform the original transaction database in
a set of lists (IDLists), each associated with one item. A list indicates the
itemsets of the input sequences where the corresponding item occurs. These
structures are built by accessing only once the database, exactly at the beginning
of the process when mining the frequent items. It is not necessary to repeat the
access operation because the number of occurrences of the patterns of length
greater than 1 is determined by joining the IDlists of the frequent items. This
solution is particularly effective in the algorithms that perform the depth-first
search, for instance, SPAM, but it losses efficiency when the IDlists are very
large, as typically encountered in dense databases and databases with very long
sequences. A popular optimization approach is to encode IDLists as bit vectors
[7].

Projected databases are subsets of the database SDB and they provide the
means to reduce the search space. These are built simultaneously with the
mining process and contain the only input sequences in which a pattern, which
has been previously mined, occurs. More precisely, once mined the patterns of
length k, for each pattern sa we scan the database to create a (reduced) database
with only those sequences in which sa is present while counting the occurrences.
Recursively, new databases are created with the sequences in which the patterns
sb, built from the pattern sa (sa ⊆ sb), are present. This representation allows
us to work on the sequences really appearing in the database, but it has the
disadvantage of repeatedly scanning the databases previously created.

Generation of frequent sequential patterns. The generation of sequential
patterns is a procedure that consists of the operative steps to build the lattice
of the patterns, which we explore through space search methods. The existing
works differ on the use of the generate-and-test strategy, which is defined in
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terms of two main steps, (i) generation of candidate patterns and (ii) selection
of only those candidates that appear in the input database and that meet the
threshold min_support. A candidate pattern of length k is generated by joining
two frequent patterns of length k− 1 that have k− 2 itemsets in common. The
other two items are used to reach the length k. More precisely, we first find all
the frequent patterns of length 1, then we generate those of length 2 by using
those of length 1. This step goes on until no longer patterns can be generated.
Therefore, the patterns of the level k of the lattice cannot be built if we have
not completed the level k− 1. This explains why the generate-and-test strategy
is often coupled with breadth-first search, as in the GSP algorithm [97]. The
generate-and-test strategy has two main limitations. First, it may generate
candidates which do not appear in the database. In fact, these are derived from
the patterns present in the lattice and not from the sequences contained in the
database. This may clearly affect the efficiency of the mining process. Second,
it is necessary to store all the patterns of a level prior to building the candidates
of the next level. In turn, this may require huge memory.

Alternative solutions have been designed in order to (i) avoid generating
candidates that do not appear in the database and (ii) work on a smaller search
space. There is a category of algorithms that resorts to the depth-first search
in order to generate a candidate from one frequent pattern, which is taken from
those previously mined [115, 7]. More precisely, once mined the frequent items
(length 1), the candidates of length 2 are built by appending an itemset (by
means of the operations s-extension and i-extension) to one frequent item, then
recursively one more itemset is added to the frequent pattern previously mined
until no further itemsets can be appended. The procedure re-starts with an-
other frequent item, with which patterns of increasing length can be built by
appending one itemset at a time. These kinds of algorithms hold the advan-
tage of generating patterns of length k by keeping only one pattern of length
k − 1, contrary to the generate-and-test strategy. Extensions to this solution
have been addressed to make the candidate generation efficient. In [31], the
authors upgrade the algorithms SPADE [115] and SPAM [7] in order to avoid
infrequent candidates. More precisely, they propose a preliminary step in which
sequential patterns of length 2 are discovered. These are used later to eliminate
the candidates in which the items of length 2 patterns are not present.

Another category of algorithms combines depth-first search and projected
databases. These extend the frequent patterns, mined in previously created
databases, by using the items present in the newly created databases as suffixes
or prefixes for longer patterns [43, 78]. This way, these avoid building uninter-
esting candidates and early prune (sub)spaces of the lattice, achieving a two-fold
result (i) utilizing much less memory and (ii) keeping the mining process focused
only on those subsets of the database which can give frequent patterns.
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2.2 Predictive Text Mining

2.2.1 Overview
The field of Data Mining — aimed at finding valuable patterns in structured
data, has come of age nowadays. Subsequent to the proliferation of cheap, fast
computing and of vast amounts of text in digital form, data mining may sound
like the most obvious response to it. Instead, in recent years, attention has
shifted to one of its subfields — Text Mining, which has seen a tremendous
spurt of growth, entering a mature phase. While charged with the capacity to
learn from past examples, data mining expects input data in numerical format
(usually structured), whereas text mining expects textual data (almost unstruc-
tured or semistructured). Yet, they both rely on similar learning methods and
techniques. While deeply rooted in NLP, Text Mining draws on methods from
machine learning, statistics, reasoning, information extraction, knowledge man-
agement, and others for its discovery process.

Text mining is reaching into many areas, from understanding word tokens
relationships to training computational models to disclose hidden semantic pat-
terns in a corpus. Reviews on Text Mining suggest tailoring the discussion to the
mere identification of two main subfields: predictive text mining and descriptive
text mining.

For Text Mining, the prediction problem lends itself to the mere search of
non-trivial predictive patterns in unstructured textual data. In doing so, it ex-
ploits several statistical and analytical techniques to devise strategies for poten-
tial possibilities of prediction. Predictive Text Mining, which includes classifica-
tion, regression, prediction, time series analysis, etc., is useful for automatically
analyzing large amounts of textual data with multiple variables. Another im-
portant aspect, prior to initiating predictive mining is data representation. In
effect, traditional text mining is based on simple transformation methods such
as ’bag of words’ or ’vector-space’, which transforms text to standard numerical
format. Indeed, it looks at words as atomic entities, which is quite different from
the deep learning approach, where learning is achieved from representations of
words that reflect semantic and syntactic traits [51]. Recently, Deep Learning
models have achieved highly competitive results on many NLP tasks, yet these
models are trained from scratch, requiring large datasets, and abundant time
to converge. On a second note, word embeddings have also played a significant
role in numerous research problems including but not limited to text mining,
NLP, etc. They serve as a warm start to the system and also steer models to
richer and more insightful learning as opposed to the naïve one-hot encoding.
The shift from shallow to deep contextualized word embeddings has important
implications for Text Mining.

2.2.2 Applications and Emerging Directions
The most frequently investigated methods and applications in Predictive Text
Mining are classification and prediction related. We will briefly review some
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representative tasks such as document classification, graphical modeling, and
sentiment analysis, that have inspired the most successful applications in busi-
ness and academic-related settings. We will then conclude with a summary
paving the way toward emerging directions. Text can be an extremely rich
source of information, but extracting insights (actionable intelligence) from it
can be hard and time-consuming, due to its unstructured nature. A basic task
to start with is often text categorization, which in turn can be performed at
different levels: document-level, paragraph-level, or sentence-level.

Categorization is the process of determining a document’s key themes by
categorizing them into a pre-defined set of categories. A computer program
will frequently treat a document as a "bag of words" when categorizing it. It
does not attempt to process the data in the same way that data extraction does.
Categorization, on the other hand, just counts the words that appear and, based
on the counts, determines the category. Categorization frequently relies on a
thesaurus, with preset subjects and linkages determined through searching for
broad phrases, specific phrases, synonyms, and related phrases. The majority
of categorization systems provide a way for ranking papers in order of which
papers contain the most content on a specific topic [41]. Originally, this task
was treated as a form of indexing, similar to a book’s index. The usefulness
of this activity has grown as more documents have become available online.
Some of the more obvious practical implementations are email-related, such as
automatically forwarding e-mail to the correct company department or detecting
spam mail.

Graphical Models is a step forward in the attempt to analyze and exploit
latent aspects hidden in the structure of a pool of text documents. The use of
a graph as a representation mean is an interesting choice that allows capturing
the structural relationships that may exist. More importantly, this choice is
motivated by the loss of information when trying classical representations such
as ’bag of words’ or vector space. From general-purpose documents to web doc-
uments, all are inherently similar in that they can be represented easily through
a graph structure. In the case of a general-purpose collection of documents, we
obtain a graph corpus by representing the distance between words using the
weight of links and frequency information [110, 114]. The extended range of
information captured in a graph structure as compared to ’bag of words’, trans-
lates into a major advantage. Thereby, distance-based graphs are extremely
beneficial for tackling a wider range of problems and extend the applicability
of mining techniques to many more applications [95]. One of these applications
is automatic summarization, which benefits a lot from the above-mentioned
distance-based graph representation [85]. The purpose of text summarizing is
to create a condensed version of a source text while retaining the original’s
meaning and main contents. This is a difficult topic to solve since it necessi-
tates emulating the cognitive capability of humans to construct summaries. As
a result, text summarization raises unsolved problems in both natural language
understanding and text mining. It can be useful when generating the summary
of a single document, or a collection of documents. Text summarization may
seem far from being related to predictive modeling, yet solutions applied consist



2.2. PREDICTIVE TEXT MINING 17

of methods that perform predictive tasks. A very good source of state-of-the-art
reviews is regarded [82, 81].

Sentiment Analysis represents another well-known example of predictive text
mining in action. Initially, the task of sentiment analysis was posed as a two-
class classification task on an unstructured text snippet, which aims to identify
it as positive or negative. Sentiment analysis is basically a text classification
task in this type of research, with feature selection having a significant impact
on the classification algorithm’s success. Feature selection is the process of
picking a subset of relevant characteristics for model construction, similar to
how it is done in machine learning and statistics. Feature selection approaches
are often used in text classification to simplify models and gear them towards
enhanced interpretability, reduce training durations, and improve generalization
by addressing the problem of overfitting.

The works in [77] and [100], mark two early works in this field that used
distinct ways to determine the polarity of product and movie evaluations. In
[77], authors originally investigated the efficacy of using naïve Bayes and support
vector machines to classify sentiment in movie reviews.

But, recently sentiment analysis research has been driven primarily by social
media. Thereby, the prevalence of higher volumes of data brings about richer
representations with increased dimensionality and more noise. The task be-
comes naturally harder to tackle, that is why recently deep learning approaches
have resulted very beneficial in tackling sentiment analysis tasks, even in cross-
domains [73]. Fast forward, with enough training data and a view of the opinion
texts as documents, a predictive model may be learned and used for sentiment
analysis. Eventually from the computation of a binary value, we can tackle
sentiment analysis/opinion mining at a higher granularity level - as a multiclass
problem. Currently, sentiment analysis gathers all necessary data, including
public ideas, views, and sentiments, from a variety of publicly accessible sources.
Furthermore, it forecasts outcomes or trends based on several characteristics of
data acquired globally in real-time.

Practical PTM has made its own way to several domains such as healthcare,
publishing and media, telecommunications, banking, fintech, energy, political
organizations, and government institutions, to name a few. On one hand, the
comprehensive nature of TM explains in part the wide range of successful practi-
cal applications. On the other hand, the development of PTM has been boosted
by the increased reliance of organizations and businesses on data. Nowadays,
PTM has become instrumental to applications in Knowledge Management and
Human Resource Management. It turns out that PTM approaches result pretty
flexible in accommodating and addressing information management needs in the
era of big data when modern organizations report a dire need to harness massive
volumes of data (incl. news and information available on the web). Specifically,
Competitive Intelligence (CI), is one of the applications that benefit from PTM.
It entails gathering information from a variety of sources and translating it into
usable knowledge about a company’s competitors. The data acquired is utilized
to aid decision-making within the company, allowing it to respond to compe-
tition more efficiently [18]. PTM approaches are also used to manage human
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resources strategically, mostly through applications aimed at assessing employee
opinions, tracking employee satisfaction, and reading and storing CVs for the
hiring processes. The TM approaches are frequently used in the area of hu-
man resources management to monitor the situation of a company through the
methodical study of informal documentation.

Predictive text mining is commonly employed in the fields of customer re-
lationship management and market analysis too. Companies are increasingly
trying to deduce operational and business insights by understanding and ana-
lyzing free-form text content resulting from a variety of sources. As customers
come under this spotlight, text classification techniques can help automate and
streamline this type of analysis. Market Analysis, on the other hand, employs
PTMmostly to evaluate competitors and/or monitor consumer opinions in order
to identify new potential customers, as well as to assess a company’s image by
analyzing social media reviews and other relevant sources. Telemarketing and
e-mail marketing are two of the most common ways for businesses to acquire
new clients. The PTM instrument allows for more complicated market scenarios
to be presented, helping the extraction of useful information and finding nuggets
from various databases [13].

Global Technology Watch, represents another important application where
along human-based methodologies, predictive text mining plays an important
role in identifying the relevant Science & Technology related literature, and
extract the required information from these kinds of literature in a fast and
efficient pace [56].

We have not covered all of the emerging areas of Predictive Text Mining.
Three will be mentioned briefly, especially because these are recently growing.
Multilingual text mining is perhaps the most essential of these three. The rise of
several Asian countries as economic and technological powerhouses with enor-
mous populations has pushed their languages into the spotlight. While a lot of
Text Mining promises to be language-agnostic, there are definitely challenges
with encoding, processing, and linguistic structure that must be taken into ac-
count. While English is still the most widely spoken language in the world,
textual corpora in other languages are rising. Alongside these developments,
many text corpora are becoming increasingly multilingual. It is not common-
place to come across documents that contain terms from multiple languages,
sometimes even inside the same sentence.

Embedding Text mining within complex systems that rely on multimodal
data (e.g. images, multimedia, etc.), represents another growing area. The goal
here is to solve a wider problem in which text mining is only a minor component.
Whereas, the task consists in creating text mining algorithms that can coexist
with techniques that cope well with different types of data[51]. Text mining
systems will need to adapt and evolve as society embraces a mobile culture
and information is increasingly generated on mobile devices, typically via audio
input techniques such as Siri, Google Voice, Cortana, or through drop-in audio
chat applications such as Clubhouse. Working with text derived from audio
recordings, rather than documents, has immense promise, given that text and
speech have a unique and tight relationship. Obviously, the nature of such text
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is unique, in that it comprises transcription errors and ambiguities that must
be addressed by the algorithms that process it.

While predictive text mining prepares to enter a mature phase, existing areas
of applications will evolve and new ones will emerge.

2.3 Descriptive Text Mining and Applications
Descriptive Text Mining techniques concentrate on evaluating textual data in
order to spot patterns or trends. Methodologies and techniques that fall in
this group, are closely coupled with exploratory data analysis, which in turn
discovers central tendencies, variations, and distributional shapes. Descriptive
techniques are also appropriate for finding underlying structures inside data
when no prior knowledge of patterns or relationships is assumed. Correlation
analysis, exploratory factor analysis, principal component analysis, trend analy-
ses, and cluster analysis are some of the many examples of this type of analysis.

As anticipated in Section 3.2, contrary to Predictive Text Mining, descriptive
methods tend to be qualitative by nature rather than quantitative. These en-
hance understanding of themes and /or ideas pertaining to the events, entities,
or behaviors subjected in the textual data, therefore sharing a more pictorial
view on the input data. They don’t predict some target value (do not clas-
sify new examples), but rather try to understand underlying phenomena and to
provide clues to the data structure, relationships, and connectedness [76].

Our perusal of the research literature lead us to some surprising findings:
(i) lack of formalized theory on descriptive text mining leads to confusion (e.g.
descriptive analytics versus descriptive text mining) and (ii) there exist no recent
and up to date surveys on descriptive text mining setting a higher entry barrier
to newcomers in the research field or practitioners in the industry.

There exist no clear lines or taxonomies depicting the tasks/techniques tra-
ditionally falling under descriptive TM and predictive TM. However, broadly
speaking it is agreed that the main areas fitting under descriptive TM are: clus-
tering, association rules, sequence discovery, and surprisingly summarization
too. In this thesis, we tackle the task of emotion analysis taking a two-fold
approach, one centered on the predictive text mining techniques and the other
on descriptive ones. The latter one accounts for the exploitation of clustering
algorithms and high utility sequential rule mining algorithms. Detailed method-
ological and experimental insights on our descriptive TM implementations will
follow in Chapter 4.

2.4 Research Challenges
In the previous section, frequent references have been made to the massive
quantities of data being generated from disparate sources and to the eventual
challenge posed to collect, understand, and explore this influx. Back in 1982,
in his book Megatrends, John Naisbitt wrote: “We are drowning in information
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but starved for knowledge.” Surprisingly enough, his observation still rings true
today. In fact, we are swamped with data in most fields, but the attention of
the research community has increasingly shifted to the development of general-
ized methods for learning from unlabeled text. This is partly attributed to
the labor-intensive and expensive process of labeling textual data. The bigger
the data, the more expensive and unmanageable becomes data collection and
preprocessing. Another reason is attributed to the need for increased respon-
siveness: as fresh data are generated, applications may prefer to quickly learn
from them rather than waiting for the labeling process to complete. This is
especially true in the context of social media or when dealing with streams of
data. While unsupervised learning methods that rely heavily on unlabeled data
are central mainly to descriptive analysis, more powerful predictive models re-
quire labels. In this line of thought, semi-supervised techniques, which begin
the learning process with a small collection of labeled data and augment it with
unlabeled data, are a good compromise.

Thus, moving away from supervised to semi-supervised or unsupervised
learning models can be seen as a major leap forward. The challenge of learning
from unlabeled data has led initially to the so-called active learning. It origi-
nates from Statistics, where it has been identified under the name of sequential
design. The goal of active learning is to reduce the amount of labeled textual
data required for training, under the assumption that labels are expensive and
that data will arrive unlabeled. A few bibliographical remarks can be found in
[60, 52], where authors propose approaches that combine active learning with
boosting and voting classifiers. In [52] they propose an active learning method
that uses adaptive resampling in order to reduce the size of the required labeled
set and generates a classification model with high accuracy.

Researchers that have experimented with text classification and other nu-
merical data-mining applications have shown that active learning can often dra-
matically reduce their overall sample size while attaining results comparable to
training on the entire collection of labeled documents. By focusing on the most
informative samples, it just reduces the human effort required for labeling, but
it doesn’t eliminate it.

Another significant research idea, namely co-training was proposed back
in 1998 from [12]. When just a small collection of labeled instances is available,
it suggests the idea of employing a big unlabeled sample to improve the per-
formance of a learning algorithm. In [12], they investigate a scenario in which
each example’s description might be divided into two distinct views (which are
redundant,but not completely correlated), inspired by the task of learning to
classify web pages. For instance, in the context of web pages, we can come up
with at least two views, one concerning words that appear on the page and the
other words that appear in hyperlinks. Both views are created by splitting the
feature space and the goal is to combine them in order to allow inexpensive
unlabeled data to augment a much smaller set of labeled examples. This idea of
learning two different classifiers from two different views of data and iteratively
selecting the most reliable labels assigned by these classifiers as training data
for the next iteration has been further investigated in many subsequent works
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tackling various problems such as sentiment classification or email classification.
Yet, the research literature suggests a few open questions such as (i) the use-
fulness of unlabeled data and (ii) to what extent the consistency constraints in
the model and the mutual independence assumption can be relaxed.

Online learning represents another recent challenge to Text Mining in
general. TM task resolutions require labeled data sets of sufficiently high quality
with adequate instances for training the predictive models. But, when it comes
to online data, particularly the unstructured type (e.g., text), labeling is almost
absent or at least very expensive to achieve at the pace with which online data
are generated. Here, one needs to consider a more elemental view of data, and
instead of learning from a collection of training data, learning is achieved on
the go, example by example. A basic classifier, yet well-suited to text mining
applications, is the linear classification implemented by means of the perceptron
algorithm. The perceptron method, despite its simplicity, is effective for a wide
range of situations. However, when compared to more advanced linear scoring
algorithms, its performance is typically lower [51].

Distributed text mining algorithms represent a very appealing category
of techniques that are not only capable of processing massive amounts of text
held privately or hosted publicly on the Internet, but moreover, they promise to
do so in a reasonable amount of time. Another rising trend is to use distributed
data processing technologies to take advantage of low-cost high-performance
computing platforms. The task at hand is to come up with novel algorithms that
can be implemented on parallel/distributed computing infrastructure. Along
with the opportunities, Distributed Text Mining presents a unique set of chal-
lenges. With the abundance of real-world document collections, supervised
learning methods that rely on labeled training data become harder to use, and
unsupervised alternatives become preferential. They’re especially appealing for
processing streaming data (e.g. RSS feeds and search engines), which consists
of unlimited sequences of data that can’t be stored. Time is a key characteristic
of streaming data, and it must be taken into account throughout the modeling
process.

Intermediate forms with varied degrees of complexity are appropriate for
a variety of mining applications. For a fine-grained domain-specific knowledge
discovery job, semantic analysis is required to provide a sufficiently rich repre-
sentation that captures the link between the objects or ideas mentioned in the
texts. Semantic analysis approaches, on the other hand, are computationally
expensive and frequently work at a few words per second. It remains a challenge
to explore how semantic analysis for large text corpora may be made much more
efficient and scalable.

Unlike data mining, which is generally language independent, text mining
has a major linguistic component. It is critical to create text refining algo-
rithms that analyze multilingual text documents and generate language-
independent intermediate forms.

Domain knowledge, which is not yet fully leveraged by any text mining
tools, has the potential to play a significant role in text mining. Domain knowl-
edge, in particular, may be employed early as part of the text preprocessing
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step. It would be interesting to investigate how domain information may be
used to increase parsing efficiency and provide a more compact intermediate
form. Domain knowledge may also be used in knowledge distillation. Domain
knowledge improves both learning efficiency and the quality of the learnt model
in a classification or predictive modeling task. It is also important to investi-
gate how a user’s knowledge may be utilized to start a knowledge structure and
improve the interpretability of the discovered knowledge.

Personalized autonomous mining: Today’s text mining solutions and
applications are still geared for skilled professionals. Future text mining tech-
nologies, as part of knowledge management systems, should be simple to use
for both technical users and management executives. There have been sev-
eral efforts to create systems that read natural language queries and perform
the required mining operations automatically. Text mining technologies may
potentially emerge as part of intelligent personal assistants. According to the
agent paradigm, a personal miner would learn a user’s profile, perform text min-
ing activities autonomously, and send information without needing an explicit
request from the user.



Chapter 3

Predictive Data Mining on
Microblogs

The growing popularity of microblogging platforms has generated large amounts
of information which in turn represent an attractive source of data to be further
subjected to opinion mining and sentiment analysis. In this chapter, we leverage
the analysis performed on micro-blogging text snippets and posts in the Alba-
nian language, which enables the use of technologies to monitor and follow the
feelings and perception of people concerning products, issues, events, etc. We
first review the application domain, considering the most prominent theories
and models on emotions. Our approach to emotion analysis tackles the problem
of classifying a text fragment into a set of pre-defined emotion categories and
therefore aims at detecting the emotional state of the writer conveyed through
the text. To achieve this goal, we exploit different classifiers, using deep learning
and other classical machine learning classification algorithms. We also adopt a
domestic stemming tool for the Albanian language to preprocess the datasets
that will be subject to further experimental evaluations presented in Chapter 5.

3.1 The Science of Emotion
Before we dive into the details of our computational approach to the task of
emotion detection, we overview the main highlights of the science of emotions
according to psychology and related prominent theories.

3.1.1 Background
Our first observation is based on the perception that the words sentiment and
emotion are interchangeably used in everyday life. Yet, they represent two
distinct concepts in the realm of psychology. Consequently, sentiment analysis
and emotion analysis also, share some subtle differences in how they quantify
audiences’ emotional engagement, which we are going to unveil.

23
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Emotions are complex equations that explain many aspects of human life.
As such, a large body of works have been devoted to the study of emotions from
biology, chemistry to psychology and lately computational linguistics, human-
computer interaction (HCI), affective computing, etc. From a biochemical per-
spective, emotions represent a complex phenomenon. When you are aware of
anything, your body responds with a physiological shift, a chemical release,
and a behavioral reaction. Multiple mechanisms, including major organs, neu-
rotransmitters, and the limbic system, are all involved in this process. It is
believed that human emotions depend exactly on the fluctuating levels of neu-
rotransmitters, which in turn activate different parts of the brain, responsible
for different moods. This perspective informs and supports the definition of
emotions in psychology, where emotions are regarded as a complex pattern of
changes, including psychological arousal, feelings, cognitive processes, and be-
havioral reactions made in response to a situation, perceived to be personally
significant [74]. A mainstream definition of emotion refers to a feeling state
involving thoughts, psychological changes, and an outward expression or behav-
ior. Among appraisal theorists, a widely agreed definition of emotions is that
of Moors [72]. He argues that emotion is a complex mechanism and, there-
fore, an emotional episode may be composed of various processes and human
characteristics.

Sentiment, on the other hand, is a mental attitude formed as a result of
emotion. The definition emphasizes that sentiment is utilized to communicate
an individual’s emotion-driven thinking. Sentiment, unlike emotion, takes a step
further and is not limited to psychological aspects. Instead, sentiment is a highly
organized feeling that does not typically identify with a primary emotion. In
conclusion, emotions give a finer definition of the sentiments involved, whereas
sentiments describe feelings and attitudes.

The popularity of social media and microblogging platforms, the huge num-
ber of comments or posts generated daily on these platforms over the Internet,
pose an opportunity to those interested in gauging public opinion or consumer’s
attitudes towards various aspects (e.g. products, services, etc), but also a persis-
tent challenge in terms of developing effective models that can unveil actionable
insights buried in the emotive textual content. Keen interest in emotion detec-
tion/analysis increases, spanning across different domains such as research, in-
dustry, public, and politics. While research is mainly focused on understanding,
modeling, and untangling emotions, recently business organizations are looking
into the benefits of fueling their decision-making processes with profound in-
sights about their customers and competitors. On the other hand, consumers’
(the public) purchasing behaviors are more and more relying on their abilities
to scrutinize online reviews. Moreover, politicians have gained interest in social
media analysis, in their quest to poll public opinions, emotions, and attitudes.
The acquisition of accurate and fast insights allows them to measure the public’s
perception with regard to their actions, policies, and performance.

While sentiment analysis tends to oversimplify the data, emotion analysis
yields emotion identification results by drilling deeper to reveal the exact emo-
tions in negative or positive sentiments and recognizes the exact human emo-
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tions expressed within the text. It emphasizes the subtle differences between
the various emotions expressed by authors/readers. This is a much more rig-
orous, in-depth examination of the degrees and intensities associated with each
emotion’s aberrations. Indeed, recognition of emotions is beneficial in senti-
ment analysis scenarios too, where multiple emotions can be treated as factors
that affect the sentiment. The aforementioned reasons motivate our choice to
gear our analysis of microblogs’ textual content towards emotion detection, for
holistic and multi-fold benefits.

3.1.2 Emotion theories and models
In the past decades, many studies have been devoted in an attempt to create
a universal definition for emotion and a universal collection of fundamental
emotions that is widely accepted by all theorists. The latter objective has
turned difficult to achieve, but at least we have some well-established theories
that delineate the meaning of emotion.

Early theoretical attempts to formalize the meaning of emotion can be found
in [21], where Darwin, not interested in emotions per se, used emotions to show
how humans evolved from more primitive critters. Later, different schools of
psychology followed in producing several theories that reflect various approaches
to comprehending emotional state. Other adjacent fields produced alternative
theories such as neurological or cognitive oriented, which are regarded as quite
relevant and reputable to date. In general, theories of emotion fall into three
categories:

• Physiological: includes James-Lange Theory [53], Cannon-Bard Theory
[15]

• Neurological: includes Facial-Feedback Theory

• Cognitive: includes Schachter-Singer Theory and Lazarus Theory [57]

Broadly speaking, according to physiological theories, emotions are responses
originating from within the human body. Neuroscientific ideas sustain that
emotional reactions are triggered by brain activity. Whereas cognitive theories,
proclaim that thoughts and other mental activities are crucial in the formation
of emotions.

Besides slight divergences (in terms of presumed underlying emotion pro-
cesses), there are at least three important psychological paradigms to defin-
ing the meaning of emotion, that are formally recognized as emotion models.
Namely, they are: (i) categorical, (ii) dimensional, and (iii) componential emo-
tion models.

Shaver et al. [88] made one of the earliest attempts at constructing emotion
models. They classified emotions into prototypes based on the idea that various
aspects of emotion knowledge tend to come together to form a coherent whole.
They developed an abstract-to-concrete emotion hierarchy using the standard
prototyping technique and identified six emotions at the bottom of the hierarchy:
joy, love, surprise, sadness, anger, and fear.



26 CHAPTER 3. PREDICTIVE DATA MINING ON MICROBLOGS

Figure 3.1: Emotion Models

Figure 3.1 illustrates the three most important psychological approaches to
the meaning of emotion, along with the most representative paradigms based
on these three approaches.

The categorical emotion approach implies that the emotion domain is di-
vided into distinct affect categories. This method has sparked psycholinguistic
research that uses hierarchical structures to express the emotion domain. Here
we can mention domain-specific models, that use expressive classes like bore-
dom, confusion, joy, flow, and frustration. These models contain both significant
and unrelated emotions. Each emotion has its own set of characteristics that
express triggering situations or reactions.

Ekman’s emotion model is founded on the idea that facial expressions are
unique. This paradigm treats emotions as separate, quantifiable, and physically
distinct. Each of the emotions is a family of related states; six fundamental
emotion classes — anger, disgust, fear, joy, sadness, and surprise [29], and this
is consistent with Shaver’s model.

Plutchik devised the "wheel of emotions" and expanded Ekman’s perspec-
tive. To illustrate the eight fundamental emotions, he created a wheel-like
graphic of emotions. Plutchik’s paradigm proposes eight basic emotions, each
of which is divided into positive and negative categories, basic to advanced ones
(a total of 32 emotions).

Moreover, emotion models can be characterized as multi-dimensional mod-
els, where emotions can be displayed along several continuous dimensions (e.g.
pleasantness and unpleasantness, rest-activation and relaxation-attention). In
psychology, the Valence/Arousal bi-dimensional paradigm has a long history
[69]. It situates individual emotion categories inside a circumflex paradigm of
core affect characterized by two basic dimensions: arousal (high to low) and
valence (positive to negative). Pleasure-Arousal-Dominance (PAD) Emotional
State Model is another representative three-dimensional emotion model, which
uses three nearly orthogonal dimensions in order to offer a sufficiently detailed
account of emotional states.

The componential emotion approach builds upon the assumption that emo-
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tions are elicited by a cognitive (not necessarily conscious) evaluation of the
situation. This evaluation determines how the different components (motor
expression, conscious feelings, action tendencies, cognitive processing, physio-
logical arousal) are affected. In this category, Scherer’s Five Components Model
and GRID [2] are the often-quoted approaches.

A perusal of emotion theories literature, allowed us to appreciate both ad-
vantages and limitations of emotion models. However, in our subsequent ap-
proaches revolving around user-level emotion analysis, we decided to implement
Ekman’s categorical emotion model. Our choice to go for a categorical model
is based on their main advantage — simplicity and ability to represent human
emotions automatically with easy to understand emotion labels.

3.2 User-Emotion Detection: A Case-Study with
Microblogs in Albanian

The use of social media has essentially brought two main novelties in society,
the facilitation of intertwining social relationships and the possibility to express
and share feelings and emotions. Human emotion analysis has always stimu-
lated studies in different disciplines, such as Cognitive sciences and Psychology,
and, thanks to the diffusion of social media, is attracting the interests of com-
puter scientists. The reason may be sought in the impact that the analysis of
emotions may have on real-world applications and emerging challenges. A rep-
resentative case is the analysis of micro-blogs and posts, which enables the use
of technologies to monitor and follow the feelings and perceptions of the people
with respect to products, issues, and events. Emotion analysis is chiefly con-
cerned with the problem of classifying a text fragment into a set of pre-defined
emotion categories and therefore aims at detecting the emotional state of the
writer conveyed through the text. To define the categories, many works resort
to cognitive-based emotion theory, for instance, Ekman’s model [28].

The recognition of emotions within a text fragment is more complex than
other tasks of text classification for several reasons related to it. First, there
are no grammatical or syntactic structures able to characterize a category and
discriminate others. Second, various lexical forms might be used to convey the
same emotion. Third, emotions can be attributed to different causes and can be
induced by different behaviors of human beings or events. Sentiment analysis
can be handled at different granularity levels. Research work on sentiment
analysis reports that it is currently categorized into three levels: document
level, sentence level, and word level. While, sentiment analysis at the document
level might be too coarse for some applications, identifying subjective sentences
becomes the focus of a lot of work in sentence-level analysis. Sentiment analysis
at the sentence level is preferable, also in situations when we have to deal with
conditional phrases or sarcastic words [99].

Depending on the length and nature of the textual content the problem of
emotion detection can be distinguished as a sentence-level classification or as a
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document-level classification task. By nature, sentences are prone to sparseness
due to the limited content and quality of the writing. This case is typically
represented by the short texts in social media, which are often characterized
by abbreviations, emoticons and typos [59]. On the other hand, documents are
often formal, written in correct language but may contain impersonal content
which does not express any emotional state [22]. Contrary to the documents,
the sentential forms are often subjective, personal and represent manifestations
of the personality of individuals. Moreover, the sentences are information units
of the documents, therefore the analysis of emotions at the level of the sentences
can support the analysis at the level of the documents.

For both problems, research works are essentially based on unsupervised
learning and supervised learning [108]. The approaches of the first category
largely rely on the availability of lexical resources, which often depend on the
specific language of the resources and thus offer coverage of a specific language
in emotive texts. The supervised learning approaches rely on the annotated
datasets, which are generated especially for frequently spoken languages and
are subject to manual labeling.

However, many linguistic resources and annotated texts have been generated
for wide-coverage languages , such as English, Chinese, and Arabic [6], while
no attempt has been made for other rare Indo-European languages, such as
the Albanian. Nowadays, Albanian is spoken by 7.6 million Albanians living
in Albania, Kosovo, Montenegro, northwest of Macedonia, northwest of Greece,
in some Western European countries and in North America where thousands
of Albanians have migrated and currently live. Despite its late documentation,
the Albanian language is of great interest to linguists and not only, due to its
unique and archaic traits. Albanian has distinctive features which range from
morphological to lexical viewpoints. It has a large alphabet (thirty-six letters)
and constitutes a lot of words with particles in two units, which are difficult to
label [79]. The words used to express the same idea can have different types of
grammatical relations, they can be nouns and verbs. In addition, they can be
associated with general semantic categories or specific categories [8]. Albanian
is a very rich language in words that hold more than one meaning. They are
called polysemantic words, which may mislead an automatic classifier since the
emotion being expressed might be related to only one of the meanings of the
word [10]. The richness of the lexical characteristics and syntactic rules how-
ever are not enough to stimulate the generation of linguistic resources, such as
thesaurus and dictionary, which drives us towards the application of supervised
learning to analyze emotive texts.

In this chapter, we will present a case study for the classification of emotion
on micro-blogging sentences. Motivated by the growing relevance of social media
to mirror political information influenced by emotional states, we generated
a dataset of Facebook statuses posted by Albanian politicians and manually
selected the sentences and annotated them by using Ekman’s emotion categories
[28].
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3.2.1 Related Work
In recent research, there has been great attention in the study of various aspects
of emotion analysis, such as emotion resource creation, emotion cause event
analysis, reader emotion detection, and emotion detection for writers authoring
long-texts (documents) and short-texts (messages), which is the focus of the
current work.

In [70], the authors generated a lexicon of pairs word-emotion based on hash-
tags from an annotated Twitter dataset. Experiments show an improvement in
accuracy by using SVM classifiers for the six basic emotion categories. Different
lexical resources, such as WordNetAffect, SentiWordnet, and SenticNet have
been used in [23] with a Conditional Random Field classifier. The algorithm
relies on three scoring methods and is able to outperform many systems which
use only one lexicon.

An approach that does not need a lexicon has been described in [3]. The
algorithm works on semantic and syntactic relatedness. The approach described
in [59] does not resort to lexicons but exploits other features internal to the
texts written in Chinese. It incorporates both the label dependence among the
emotion labels and the context-dependence among the contextual instances into
a factor graph, where the label and context-dependence is modeled as various
factor functions.

In [108], the authors use intra-sentence based features to determine the emo-
tion label set of a target sentence coarsely through the statistical information
gained from the label sets of the most similar sentences in the training data.
Then, they use the emotion probabilities between neighboring sentences to re-
fine the emotion labels of the target sentences. The proposed algorithm is
evaluated on Ren-CECps, a Chinese blog emotion corpus. The same corpus has
been analyzed in [80] which uses a polynomial kernel to compute similarities
between sentences and basis sets of emotions. A different language is studied
in [22], which considers a Bengali blog dataset annotated at the word level and
proposed a scoring technique for the constituents of the sentences.

The method reported in [87] identifies emotional patterns from part-of-
speech tags of emotion-triggered terms and their co-occurrence terms. Patterns
are classified hierarchically into categories referred to as positive and negative
emotions. Sentences are categorized by capturing the degree of emotive content
with respect to the semantics of patterns.

Recently, some studies have overcome the constraint to require emotive
words, common to many works, by considering emotion signals, such as polarity
shifters, negations, emoticons, and slangs [6]. The authors propose a rule-based
classification framework that combines a pipeline of classifiers learned from the
emotion signals.

A research that is recently attracting attention is that of focusing the study
on the emotions manifested by specific users [105, 75]. This has a two-fold mo-
tivation. First, in social media platforms, the content of the messages is often
the expression of the reaction to or influence of the messages posted by specific
users. A typical example is represented by Twitter users with many followers.
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Figure 3.2: Data collection framework.

Second, the distribution of the emotion categories could not be fair because
some users could have never been expressed some emotions. In these cases,
a user-centric study could be more reliable because we could better learn the
lexical characteristics. The current work leverages upon these considerations
and reports a case study focused on the emotive tweets of (influential) users.
We propose a supervised learning approach based on a Deep Learning archi-
tecture, which compared against some competitors, can accurately account for
the specific distribution of the emotion categories over the posts of the selected
politicians.

3.2.2 Methodology
Extant studies report sentiment classification at varying levels of granularity
(document and sentence-based), mainly for popular languages like English, Ger-
man, Spanish, Chinese, etc. While fully recognizing the scarcity of Albanian lin-
guistic resources i.e. corpora, gazetteers, and dictionaries, we decided to build
our own corpora using as a primary source, public Facebook pages belonging to
high-rank Albanian politicians. It goes without saying that, the corpora built
represents an important contribution of this work. It is fitting therefore that
we describe the steps followed for the construction of our datasets, which were
time-consuming, yet imperative to the aim of this work.

3.2.3 Data collection and assembly
For the purpose of collecting abundant quantities of micro-blogging data, we
used RestFB 1 - a simple and flexible Facebook Graph API client written in

1https://restfb.com//

 https://restfb.com//
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Java language. It is open-source software released under the terms of the MIT
License. Expanding upon this step, specifically, we had to reuse the source code
and set up a whole framework that allowed us to fetch posts out of public/com-
munity pages belonging to Albanian public figures. The framework we propose
entails the following depicted modules as shown in Figure 3.2. We fetched
around 60K posts belonging to 119 Albanian politicians, shortlisted among the
ones who are pretty active in Facebook and popular to the general perception
of the social media audience.2 The fetched posts were captured and stored in a
local database, from where we could extract and build datasets for experimental
purposes.

3.2.4 Data preprocessing
When it comes to extracting meaningful insights from social media data, one
should consider the complexity factor that comes into play. Much of the chal-
lenges are invoiced to the nature of social media data per se, which is far from
being similar to traditional text data such as newspapers, articles, books, or
any conventional writing output, etc. Tapping into micro-blogging data means
recognizing and leveraging their inherent properties like; being social, publicly
accessible, real-time, geo-coded, multilingual, unstructured, prone to emotion
entrainment, typos, acronyms, promoting neologisms, emoticons, URL-s, fea-
turing personal views, and often arguable credibility. In order to facilitate the
execution of our tasks, we elaborate a pragmatic yet comprehensive prepro-
cessing workflow so to refine the expected output. Preprocessing text data,
especially micro-blogging data, is imperative to the quality of the insights/in-
formation we expect to extract from our data, for the above-mentioned reasons.
Hence, we initially created six datasets using our database with micro-blogging
raw data. The preprocessing workflow we came with, consists of six detailed
normalization steps which are far from being exhaustive but are implemented
on the promise to refine the feature space of our data.

Tokenization and Normalization: During this step, we used the popular
NLTK python-written library to achieve the decomposition of Facebook posts
into sentences and eventually sentences into word tokens, while discarding some
characters like punctuation marks. We found that the NLTK API is highly
flexible in providing the right support to implement a variety of text modeling
and cleaning methods.

Capitalization: Text data contain a lot of capitalizations which in turn re-
flect either proper nouns emphasis or the beginning of sentences. Best practices
in Natural Language Processing suggest reducing all word tokens to lower case.
Meanwhile, this added simplicity is gained at the cost of introducing some am-
biguity especially with words that can thoroughly change their meaning when
reduced to lower case.

Filter out punctuation: In this subsequent step we cleaned our datasets
from punctuation marks using the very convenient isalpha() function from the

2Facebook posts were collected on March 2018.



32 CHAPTER 3. PREDICTIVE DATA MINING ON MICROBLOGS

NLTK library.
Stopword removal: Stopwords represent a significant mass of word tokens

attained after the tokenization step, which do not necessarily convey value to
our tasks. We came up with a list of stopwords in the Albanian language and
arranged an automatic removal by comparing it to our textual datasets.

Stemming: In addition, we decided to investigate the effect of a linguistic
processing tool such as stemming for Albanian, on the task of classification only.
For this purpose, we have used the algorithm developed in [83]. This tool is built
upon a rule-based approach with the aim to reduce Albanian language word
tokens to their respective root by removing inflection and dropping unnecessary
characters or a suffix where present.

Data representation: Since our input data is strictly textual in nature,
we had to choose the most accurate representation for words, which can cap-
ture their meanings, semantic relationships, internal structure, and the different
types of contexts they are used in. We employed two different representation
models: (i) Bag of Words and (ii) Term Frequency-Inverse Document Frequency
(TF-IDF). Both representations count on representing words as feature vectors
in a high-dimensional space. The idea behind Bag of Words (BoW) is to find a
series of high dimensional vectors (one for each word) that represent the relation
of words in such a way that semantically related words are grouped together in
that high dimensional space, forming a bag of words. While TF-IDF is based
on the frequency method, generating word attributes as word frequencies, that
are normalized to give to each document’s attribute vector the same Euclidean
length. But, there are also alternative standard ways (such as algorithmic term
frequency measure) that allow us to transform word frequencies. In a nutshell,
a text document is basically characterized by the words that appear often in it,
and TF-IDF takes into account not just the occurrence of a word in a single
document but in the entire corpus [106].

Annotation: The six datasets were manually annotated using the Ekman’
model [28] - a vocabulary consisting on seven emotions: JOY, ANGER, DIS-
GUST, FEAR, SHAME, GUILT and SADNESS. As a result, we constructed
six unstemmed datasets, further referred to as per their respective ID numbers:
D1, D2, D3, D4, D5, and D6. While, their stemmed versions are referred to
as datasets SD1, SD2, SD3, SD4, SD5, and SD6. Details about the datasets’
characteristics are reported under Table 3.1. Dataset D1 is a multiuser dataset
that assembles 2325 posts from 119 users. The average length of a post is 20-
word tokens and 250 characters long, and in terms of time, they are generated
during the period January - March 2018. The remaining datasets D2, D3, D4,
D5, and D6 are single-user datasets consisting of 159, 322, 1002, 1481, and 1069
posts respectively, with an average length of 28-word tokens, not more than
200 characters each and distributed across the period 2008 - 2018. Moreover,
we manually annotated the emotion polarity of each sentence in both training
and testing datasets. We chose a 70:30 split of our datasets into training and
testing sets. The annotation for training corpora is used to train the classifier,
while the annotation for testing corpora is used to test the accuracy of emotion
classification at the sentence level.
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Data set ID No of instances Description

D1 2352 Multi-user

D2 158 Single-user

D3 321 Single-user

D4 1002 Single-user

D5 1490 Single-user

D6 1648 Single-user

D7 3285 Single-user

Table 3.1: Characteristics of the sentence-based datasets.

3.2.5 Sentence-based classification using Deep Learning
In this section, we address the classification of the emotions expressed in the
collected sentences through a Deep Learning (DL) architecture, which revises
a state-of-the-art model originally designed for binary classification [55]. DL
architectures have attracted much interest for their peculiarities to learn with
small intervention on the data representation and feature engineering. In Natu-
ral Language Processing, we can enumerate many DL methods which have been
proposed to investigate many tasks, such as speech recognition and sequence
labeling (e.g., POS tagging).

We extend the model proposed in [55] to the multi-class problem (the cate-
gories refer to Ekman’s basic emotions) and apply it to the Albanian language.
The model is sketched in Figure 3.3 and summarized in the following. The Input
layer embeds words into low-dimensional vectors. More precisely, a raw sentence
is represented as a concatenation of the vectors, each referring a word of the
sentence. All the vectors have length k and the sentence representation has
length n, so all the sentences have n vectors. A sentence is padded if necessary.

The Convolutional layer performs filters over the embedded word vectors
using multiple widths. More precisely, we apply convolution operations to win-
dows of width h (that is, h words), in order to produce a long feature vector of
length hk. Then, we apply a max-pool operation on the feature map, in order
to select the most important feature. A dropout regularization is applied to the
Convolutional layer, in order to prevent the co-adaptation of hidden units and
force them to learn individually useful features. Finally, there is a fully con-
nected softmax layer whose output is the probability distribution over labels.
Further details can be found in [55].

The Deep learning architecture has been designed by using Keras framework3

and Tensorflow4 as back-end support. The hyper-parameters are configured as
follows: sentence length (n)=33, word embedding size (k)=300, windows width

3https://keras.io/
4https://www.tensorflow.org/

https://keras.io/
https://www.tensorflow.org/
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Figure 3.3: Deep learning architecture for sentence-based classification of emo-
tions. (Adapted from [55]).

(h)=3, dropout rate=0.2, number of neurons of the Convolutional layer =100,
number of epochs=10. The size of the vocabulary is almost 1M of words and
the translation step has been performed with public API libraries5. We have
also performed a comparative evaluation between the proposed DL architecture
and shallow classification algorithms. All the algorithms have been evaluated
with k-fold cross-validation schema by setting k to 10, so each dataset has been
split into ten partitions randomly built. The accuracy is computed as average
over 10 trials.

3.2.6 Sentence-based classification using word embeddings
and Deep Learning

Apart from Deep Learning models, which have achieved state-of-the-art results
on many NLP tasks, word embeddings have come to play a significant role
in numerous research problems in NLP. They serve as a warm start to the
system and also steer models to richer and more insightful learning as opposed
to the naïve one-hot encodings. Previously used frequency-based embedding
techniques, like TF-IDF and co-occurrence vector, have been superseded by
prediction-based embedding techniques, like Word2Vec, Glove, and fastText.
The emergence of contextualized embedding techniques, like BERT, is another
major breakthrough for downstream NLP tasks.

As to the word embeddings in Albanian, which is a specific characteristic of
our approach, we will assess the impact of the whole range of word embeddings
from static (shallow) word embeddings to dynamic (deep contextualized) word

5https://github.com/matheuss/google-translate-api

https://github.com/matheuss/google-translate-api
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embeddings, including pre-trained multilingual language models (LMs) in the
task of fine-grained emotion analysis.

More specifically, our baseline embedding model will be considered the ar-
rangement of word vectors pre-trained on a Twitter corpus in English [58]. Then,
we will build the dictionary of the words by performing a translation of the
words, which have no social tags (e.g., hashtag), into Albanian. Further details
on this vocabulary are reported in Chapter 5.
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Chapter 4

Descriptive Data Mining on
Microblogs

In this chapter, we present two novel approaches to descriptive tasks applied in
the domain of microblogs’ textual content. The first one is aimed at characteriz-
ing, summarizing, and modeling emotion dynamics in micro-blogging texts and
posts in the Albanian language. The second approach presents a more complex
descriptive task, that of sequential rule mining of utility-annotated emotions
conveyed through social text messages. The proposed framework aims to dis-
cover patterns of concomitant emotional status and time-separated emotional
status over social postings, that reveal forms of correlation and implication be-
tween emotions conveyed at a user level.

4.1 Clustering micro-blogs for user emotion pro-
filing

In the attempt to get an intuition on the difficulty of the user emotion profil-
ing research problem, we start with a range of descriptive investigations geared
around clustering, on selected multiuser and single-user datasets. We start with
the data preparation process with the datasets D1, D2, D3, D4, D5, and D6 un-
dergoing the process of conversion using two representation models, respectively
BoW and TF-IDF. Additionally, the clustering of emotive user posts is achieved
via Orange1, which is an open-source data visualization, machine learning, and
data mining toolkit, released under GPL and written in Python, Cython, C++,
and C. The aim of this task is to perform cluster analysis on emotive user posts
along two different perspectives:

1. Group profiling (regardless authors)

2. User profiling (specific individual author)
1https://orange.biolab.si/
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Cluster analysis represents an inferential task aimed at splitting data in-
stances into homogeneous groups (also referred to as clusters) whose identities
and similarity traits are not known in advance. Contrary to the principles
behind discrimination methods, which strictly rely on training data, cluster
analysis has to deal with the uncertainty about cluster memberships. Another
aspect of cluster analysis is that the correct number of clusters into which the
data fall and the cluster memberships are inferred from the degree of similarity
and based on the variance between individual observations. The attractive and
insightful side of cluster analysis is often attributed to its ability to draw out
clusters into the data that might not meet our natural expectations, leading
therefore to interesting and useful stratifications in the data [104].

In the experimental part described in this Chapter 5, we use the K-means
algorithm to perform clustering. The metric used in our evaluation is the sil-
houette index which is widely applied in information retrieval as an evaluation
metric. To test how hard this task is, we run the clustering algorithm on the two
most representative datasets: D1 - the multiuser dataset and D5 - the single-
user dataset. The results of K-means clustering on the two datasets are depicted
in Figure 4.1(d)(a), (b), (c), and (d).

For both D1 and D5, textual posts has been initially converted into word
vectors (numerical representations) and encoded using BoW and TF-IDF rep-
resentation models, while ignoring or removing userID and emotionLabel class
attributes. The Scatter Plot depicted in Figure 4.1 (a), (b) visualizes the best
clustering suggested by the highest S Index for the multiuser posts dataset D1
in both cases. As seen, the highest S Index score is achieved at S Index =
0.063, corresponding to a two-clusters separation for k=2, when BoW is used
as a representative model.

In contrast to the above, when we used TF-IDF representation model, the
D1 dataset is clustered at its best into five separate clusters, k=5 at S Index
= 0.103. For the second dataset D5, the best clustering is met at k=2 and S
Index = 0.056, when using BoW representation. D5 is again clustered into two
clusters at k=2 and S Index= 0.372 with TF-IDF representation. It appeared
difficult to draw sound conclusions, however, we noticed that the classes are
much better separated when using BoW representation model for both D1 and
D5 datasets.

Along the lines, everyone may be inclined to believe that since these are
datasets that contain emotive posts, manually classified with human interven-
tion into seven emotion classes, then the most obvious expectation is to have
cluster analysis bring out seven potential well-separated clusters (assuming a
balanced distribution of classes). The results prove that micro-blogging posts
tend not to cluster as per our natural expectations, in this case along the emo-
tion classification lines. Another important conclusion relates to the fact that
unsupervised approaches, while less expensive, may not promise an efficacious
solution to our subject task. Nevertheless, we feel that this task needs special
attention as to further investigate and provide extensive experimental backup
that may sustain or dissolve the above conclusions.
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(a) (b)

(c) (d)

Figure 4.1: (a) Scatter plot of clusters for dataset D1 with BoW representation
(b) Scatter plot of clusters for dataset D1 with TF-IDF representation (c) Scat-
ter plot of clusters for dataset D5 with BoW representation (d) Scatter plot of
clusters for dataset D5 with TF-IDF representation
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4.1.1 Keyword Extraction through Clustering
In this section, we first present the task of word-based (keyword) clustering
applied on emotive user posts with the purpose of building a potential user
emotion profile. We then describe our approach which consists of finding the
most representative instance of each cluster, so the prototype of the keyword for
JOY, ANGER, DISGUST, FEAR, SHAME, GUILT, and SADNESS clusters,
dealt separately for each dataset D1, D2, D3, D4, D5, and D6. Next, we take
the time to develop an accurate understanding of how we have employed the
K-means clustering algorithm and why we have chosen the Silhouette Index
(S-Index) to measure the intra and inter clusters consistency.

The idea of performing word-based (keyword) clustering on our original data
sets was mainly triggered by the increasing interest received from real-life appli-
cations and/or technologies enabled by sentiment and emotion analysis. Using
the annotated training and testing data sets, we thought to extend the classifi-
cation task and pursue a different one related to the clustering of emotive texts
from micro-blogs in Albanian. The most avid and natural extension is to con-
sider every data set, and break each of them down into as many smaller, separate
datasets as there are emotion label classes. For example, dataset D1 consists of
seven distinctive emotionLabel class attributes. Hence, we split D1 into seven
sub-datasets, one for each emotion. But, we ignore the seventh sub-dataset since
it contains an insignificant number of posts labeled with the emotion GUILT.
Following the same logic, we create a rich corpus of single emotion sub-datasets
for each single-user dataset D2-D6 and the ones corresponding to the multiuser
dataset D1. We then apply clustering on each of these sub-datasets (say clus-
tering on JOY, ANGER, DISGUST, FEAR, SHAME, GUILT, and SADNESS
separately), point the optimal number of clusters using S-Index, and eventually
pick the centroid or the instance with the highest intracluster S-Index, that will
provide us with the keywords that an individual user uses to express a specific
emotion. In other words, we can build a dictionary for each emotion, or achieve
emotion profiling for each selected user.

Clusters obtained as described above may contain hundreds or thousands of
emotive posts (belonging to the same emotionLabel class) and the task of find-
ing the most representative ones, whose attributes translate into the keywords
that best represent the cluster, is not only of great interest to many real-world
applications but it also poses a challenging and enthralling theoretical problem.

4.1.2 Methodology
First and foremost, we start tackling our research problem by emphasizing the
theoretical foundation upon which we deploy the proposed solution. In this
task, we use the vector space model to represent each emotive post. In the
vector space model, each emotive post is represented by a word/keyword vector
following the below notation:

emotivePost = {keyword1, ..., keywordi, ..., keywordn}(1 ≤ i ≤ n)
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As a result, the weight of the i-th word/keyword i is denoted as W (keyword
i, emotivePost j ) and it is computed by the TF-IDF [98]. In order to perform
keyword clustering, we employ the concept of the centroid and the intracluster
S-Index, whose highest value is going to signal the prototype instance of the
given cluster. In simple terms, the algorithm used by us to pick the centroid or
the prototype instance of the cluster can be presented as follows:

1. Calculate the centroid C of the given cluster(s) Q tapping the highest
S-Index score

2. Initialize an empty list of selected word vector attributes L

3. Sort all the class attributes of the centroid using their TD-IDF similarity
score

4. Pick those class attributes with the highest TD-IDF similarity score li, ..., ln

5. Add li, ..., ln to L

We first calculate the centroid C of the given cluster(s) Q, tapping the
highest S-Index score. Next, we initialize an empty list of selected word vector
attributes L and sort all the class attributes of the centroid using their TD-
IDF similarity score. In the last round, we pick those class attributes with the
highest TD-IDF similarity score and add them to the list.

The data clustering task poses a permanent challenge, that is related to how
to determine the optimal number of clusters given a dataset. In this regard, we
have evaluated several options and decided to employ K-means and Silhouette
Index.

K-means: Data clustering is one of the most salient forms of unsupervised
learning. The clustering process aims to partition an unlabeled dataset into
a predetermined amount of disjoint sets (k), called clusters. Data instances
assigned to the same cluster (intra-cluster) should presumably share a high de-
gree of similarity, whereas the inter-cluster similarity is low. The intra-cluster
similarity is defined in various ways including Euclidean distance, cosine sim-
ilarity, etc. Indeed, clustering algorithms have been successfully employed in
frameworks that support applications such as document retrieval, pattern clas-
sification, image segmentation, and customer segmentation, etc.

Besides many existing clustering algorithms, one of the most popular yet
simple ones is K-means clustering, which dates back to 1955. K-means is still
in use and according to [107], it has been classified on the top 10 list of data
mining algorithms.

Given a dataset X = x1, x2, . . . , xn the basic principle of K-means suggests to
assign n points to k clusters, while all points should belong to a center with the
nearest distance to each cluster. Particularly, in K-means, the total distance
between each data point and a representative point (centroid) of the cluster
to which it is assigned is minimized. Conventionally, the K-means clustering
algorithm adopts Euclidean distance to calculate the distances between data
points and centroids.
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Silhouette Index: The data clustering task poses a permanent challenge,
that is related to how to determine the optimal number of clusters given a
dataset. Subsequently, we also need to find the most accurate metric that may
help to address this challenge. The metric chosen by us is Silhouette Index
(SI). This metric helps interpret and indicate how well each data instance lies
within its assigned cluster. SI can be calculated in two different ways. To aid
the understanding of SI calculation, let us consider, for each point Xi , its mean
distance to each cluster. One defines the within-cluster mean distance a(i) as
the mean distance of data point Xi to the other data points of the cluster it
belongs to. Let us also denote by b(i) the smallest of these mean distances,
otherwise, it is said to be the smallest average dissimilarity of Xi to any other
cluster. The value k which realizes this minimum indicates the best choice for
clustering. Therefore for each datapoint Xi we can calculate the below quotient
known as the silhouette width of the data point (which ranges between -1 and
1):

s(i) =
b(i)− a(i)

max(a(i), b(i)) (4.1)

In the experimental work reported in Chapter 5, we took into consideration
two other calculations of the S Index:

The mean of the silhouette widths for a given cluster Ck is called the cluster
mean silhouette and is denoted as sk:

sk =
1

nk

∑
i∈Ik

s(i)
(4.2)

The global silhouette index is the mean of the mean silhouettes through all
the cluster C.

C =
1

K

∑
k=1

Ksk (4.3)

4.2 Sequential Pattern mining on microblogs for
user-level profiling

4.2.1 Introduction
Social media and content-based communication technologies, such as micro-
blogs, are increasingly playing an important and growing role in different dis-
ciplines, such as Cognitive sciences, Social sciences, Healthcare, Finance/Mar-
keting, etc. Their popularity is in large part defined by the platform’s inherent
simplicity, thus establishing diverse avenues for people to broadcast opinions,
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to reach out to each other, or even foster brand-customer relationships. Indeed,
micro-blogs are fundamentally human, in that they voice people’s perceptions
and feelings dealing with the universal experiences of love and hate, life and loss,
shame and pride, etc. Of course, the more people willing to use micro-blogs, the
more appeal the social media would hold and the richer the content generated
for analysis purposes.

In a continuous effort to gain valuable hidden information, which can be later
used to facilitate decision-making processes, researchers have designed compu-
tational solutions to work on messages with emotional content, in order to rec-
ognize emotional status expressed by the authors and further analyze them.
However, while the recognition of emotions has received large consideration
[54, 70], the same cannot be said for the analysis, whose viability in sophisti-
cated content-based technologies, such as sentiment metering, recommendation
systems [89], political orientation monitoring, is only recently receiving atten-
tion. A research stream that seems to gain growing interest is focused on the
evolution of the emotional content and on computational methods able to study
how the emotions expressed in the social postings change over time [84]. Indeed,
the emotions that an individual conveys may change because of multiple factors,
for instance, due to the interaction with others, such as when an influencer user
posts something that triggers emotional behaviors of his/her followers, or due
to feelings or personal experiences [4, 112, 5].

However, the psychological processes underlying the emotions are so com-
plex that one could hardly establish precisely, through the analysis of emotional
content messages, the causes that stimulate a change in the emotional status.
Instead, what appears feasible is the study of the correlation and implication of
the emotions by leveraging the information on the simultaneous occurrence of
the emotions. Indeed, the co-presence provides statistical evidence of the cor-
relation and therefore may provide valid arguments on the interaction between
emotions and on the implication. Thus, emotions that occur simultaneously
over time with a certain regularity or that are manifested regularly together
appear worthwhile to be investigated than those which are more episodic. This
makes users which frequently post messages to be more preferred for analysis
purposes than those who post sporadically.

All the above considerations are addressed in this section, in which we pro-
pose a computational solution designed to discover forms of correlation and im-
plication of emotions by finding patterns of concomitant emotional status and
time-separated emotional status over social postings. To do this, three issues
need to be considered. First, the emotions might not be uniformly expressed
over the postings, in the sense that users might post a considerable number of
messages with the intention of expressing a particular emotional status, while
they behave normally when feeling other emotions. This means that we should
deal with uneven distributions of the occurrences of emotions over time. To
do this, in this paper, we use a quantification mechanism able to distinguish
the different contributions of each emotion and assign higher weights to the
emotions with more occurrences (or more mentions) than those which are less
frequent (or less mentioned).
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Second, to analyze the evolution of the emotional status of a user, one should
process the emotional content of the messages she/he authors over time. This
needs a representation formalism able to depict both the co-occurrences (e..g,
two emotions are expressed together) and successions (e.g., one emotion is ex-
pressed after another one). In order to achieve the above, we consider the
itemset-based sequence representation in [94], which, additionally, allows decou-
pling of the analysis from specific temporal granularities. This solution enables
us to represent flows of messages which have been deployed with very different
temporal distribution (e.g., a user posts messages daily, another one hourly)
with the same time-related representation.

Third, the analysis of messages with emotional content turns out more chal-
lenging than the one concerning other kinds of textual snippets because the emo-
tional status is personal and requires subjective forms to be expressed, which
are different, for instance, from the ways we find formal narratives or texts of
general interest. This means we could rely neither on purely lexical resources
nor on general-purpose solutions of natural language processing, but we had to
build models able to learn the way the emotions are reported/conveyed. This is
strongly based on the characteristics of the native language of the authors and
therefore we could not utilize models of any language. We resort to machine
learning approaches which allow us to build models able to recognize emotions
regardless of language (language agnostic) and without necessarily incorporating
lexical resources.

This section will follow with a subsection 4.2.2 that illustrates the contri-
butions and underlying motivation, while subsection 4.2.3 discusses literature
close to the investigated problem and presents contributions. Subsection 4.2.4
provides a description of the methodology through three main steps. The ap-
plication to the social messages posted by politicians is reported in subsection
4.2.5, where we discuss the proposed solution.

4.2.2 Contributions
The problem investigated in this section underpins three sub-problems, namely
analyzing social messages with emotional content, identifying the emotional
status, and working on concomitant emotions and time-separated emotions.
These raise technical challenges which we face with contributions in document
classification, deep learning, emotion psychology, and pattern mining described
as follows.

Social messages are textual snippets that cannot be processed as they are.
By nature, they are prone to sparseness, low quality of writing, and often con-
tain abbreviations, neologisms, typos, and slang forms. The social messages of
micro-blogs specifically are very short and have limited content, which suggests
us to process these as sentences, rather than in the form of documents. Indeed,
documents are typically characterized by richer content, written in the correct
language, and are often formal and impersonal. A pre-processing step is there-
fore necessary and crucial to get an abstract, time-related, and emotion-aware
representation. We implement it by combining a natural language processing
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pipeline and a neural network architecture, which, together, allows us to tackle
emotion identification as a sentence-based classification task.

The classification is a predictive task that requires learning models from
training emotive sentences, which typically are produced by means of a (semi-
automatic) annotation activity. There is a large availability of such textual
corpora mostly for widely-covered languages (such as English and Chinese),
while the same cannot be said for rare idioms. In this work, we consider the Indo-
European languages and, in particular, Albanian, which is a very interesting
language characterized by words that have multiple meanings [92]. This is an
issue we try to address through a neural network architecture.

Neural models are different from traditional machine learning methods, in
that a neural model does not rely on previously extracted features, since features
are identified during the (deep) training process. The use of these solutions has
already been proved successful for classifying messages based on sentiment polar-
ity [27], while very few attempts have been made for emotion-based categories.
To the best of our knowledge, the current paper represents the first research
that adopts deep learning methods to recognize emotion categories from social
messages written in rare idioms.

To discover forms of correlation and implication between emotions, we rely
on the frequent itemset mining framework (FIM), whose purpose is that of
searching itemsets and evaluate their statistical evidence over databases [44].
FIM works on the emotion categories assigned to the messages, resulting from
the pre-processing step. Thus, emotions and concomitants of emotions would
play the roles of items and itemsets respectively. However, FIM is limited to
handle only the binary information on the presence/absence of the emotions and
it is not able to capture the quantitative information on the number of occur-
rences of emotion in a message. To do that, we resort to the high-utility itemset
mining (HUIM) [37], which allows us to associate quantities to the emotions
and represent the differences in terms of occurrences, even when emotions do
not co-occur frequently together. Although the utility-based itemsets appear to
be an adequate solution to capture patterns of concomitant emotions, it may
not handle time-separated emotions. This is the reason why we resort to the
High-Utility Sequential Rules (HUSR) [117], which would capture both sequen-
tial patterns of emotions and quantitive information, therefore, unearth forms
of implication between emotions.

HUSR are discovered from social messages posted by users, taken individu-
ally. The messages are collected by time windows so that we can grasp individual
emotional behaviors and even have an indication of the confidence degree with
which an emotional status may be expressed after others. This is different from
working on the social messages of communities of users, where the resulting
HUSR may provide little significant information as several users may convey
different emotional status and this may result in emotional behaviors without
statistical evidence.
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4.2.3 Related Work
The main novelty of the present work consists in the analysis of social postings
with emotional content through a frequent itemset mining framework, which,
despite the potential viability in sophisticated emotive content-based technolo-
gies, has only recently attracted attention. In particular, we record a growing
interest on methods that discover knowledge in the form of implication between
emotions through association rules and causal rules. [26] have investigated the
association between sentiments and persons in the context of US political elec-
tions. They first discover association rules from named entities mentioned in
Tweets, then they take only the rules whose consequents have names of politi-
cians and finally generalize, through a sentiment-based pre-defined taxonomy,
the entities occurring on the rule antecedents. In [42], the authors use asso-
ciation rules for associative classification. In particular, they are interested in
obtaining the most common characteristics regarding certain groups of words
that can represent an opinion (class), identified as the consequent of a rule.
Two other methods using the association rules, look for patterns of sentiments
on Twitter for two different purposes, respectively [11, 68]. The first assigns
sentiments to the items and then perform the Apriori algorithm. However, the
above-mentioned method does not account the time-variability of the emotional
content and consider only the simplified information on the presence/absence
of the sentiments, on the contrary of our work presented here.

Other kinds of rules have also been explored. In [101], the authors propose
to extract action rules in the form of actionable recommendations. Action rules
describe the possible transition of objects and, in that work, action rules have
been used to show how sentiments of Twitter data change to become more pos-
itive. The authors in [25] introduce sentimental causal rules to determine the
polarity degrees of Twitter data. In particular, a constraint-based technique,
called Local Causal Discovery, is used to understand the causality among differ-
ent aspects of products and sentiments towards these aspects. Another category
of rules, that is, those of classification, has been addressed for the predominant
area of emotion/sentiment recognition on emotive texts [103, 113, 9].

Studies on the implication between emotions have been presented from [109],
[30] and [38]. [109] report a bootstrapping method to automatically build emo-
tion causes from conjunctive phrases that are similar to initial emotion causes,
which however have to be manually configured. [30] defines a linguistic approach
to incrementally build a graph of transition between emotions by exploiting
a parsing procedure. [38] implement a rule-based system upon a pre-defined
emotional model. The paper exploits the conditions that trigger emotions and
extracts the corresponding cause events in fine-grained emotions from the re-
sults of events, actions of agents and aspects of objects. Commonly, these three
approaches rely on manual intervention or expert knowledge encoding, which
proves the difficulty of the study of the implication with purely automatic and
data-driven approaches, such as those based on itemset mining.

Another characteristic which often recurs over the existing works on asso-
ciation rules and causal rules of sentiments/emotions is the assumption of the
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sole presence/absence within postings, with no consideration on the different
emphasis with which the emotions can be manifested. This is what we aim to
do with the framework on high-utility sequential rules, whose adaptation on
emotional analysis, and more generally, on social media is quite novel. [48] re-
sort to the high utility patterns (which are itemset configuration from which
sequential rules are derived) for the task of topic detection from microblog-
ging text streams. More precisely, high utility patterns are used to identify the
most representative and non-redundant co-occurrences of topic words, where
the representativeness corresponds to a frequency-based utility measure, while
non-redundancy estimates the co-presence of two patterns in the texts. A quite
similar application of high-utility pattern has been proposed in [20], where the
authors focus on the detection of emerging topics in Twitter by implementing a
notion of utility which accounts for the growth in appearance frequency of the
words over tweets. To the best of our knowledge, there is not much research on
emotive texts even with high-utility itemsets only, while there is a recognizable
interest on temporal/sequential data. For instance, [36] combines utility and
correlation to extract non-redundant correlated itemset in purchase behaviours.

4.2.4 Methodology
The primary focus of this work is to present and assess a novel approach for
fine-grained emotion analysis, mining high-utility sequential rules on micro blog-
ging data. The proposed method relies on three important tasks: (1) Data
pre-processing, (2) Emotion detection (sentence-based classification) and (3)
Emotion-aware sequential rule mining.

4.2.4.1 Data Pre-processing

Data preprocessing is crucial to ensuring the successful implementation of a ma-
chine learning task, especially for the social messages/micro blogging domain,
whose textual data are subject to what is dubbed as the "curse of dimension-
ality" (as the dimensionality increases, the space of all possible input examples
increases so fast that the available data become sparse), leading to increased
sparsity and noise. In order to bring our raw data into a form that is predictable
and analyzable, we design/conceptualize a fully fledged workflow adapted to the
needs of our approach. This workflow starts with a preliminary preprocessing
task that aims to clean and scale the real-world datasets, as they prepare to
move through the pipeline. Preprocessing is handled over a set of basic but
well-chosen techniques which are far from being exclusive but yet they remain
domain gnostic (tailored to the characteristics of our microblogging data). As
illustrated in Figure 4.2, we start with the normalization of the text, aimed at
transforming lexical variants into their canonical form. Next we propose noise
removal which entails the removal of special characters, digits and punctuation
marks that affect the accuracy of our analysis. Then we proceed with lower-
casing the textual data and padding the posts to a maximum length (e.g. 250
characters). The curated Facebook posts are further stored in a database from
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where the annotation of data begins. The annotation procedure is performed in
three different steps by three different expert annotators. Initially, two annota-
tors label one half of the training corpus independently from each other. Then
we measure their mutual rater agreement, using proportional kappa metric as
an indicator. In the second step, the goal is to increase inter-rater reliability.
Therefore, the third annotator compares both annotated versions and resolves
the discrepancies, informing accordingly the first two annotators. In the final
step, the annotators proceed with the annotation of the remaining data, making
sure they work completely independently by consulting the third annotator.

4.2.4.2 The emotion detection task

After being subjected to the preprocessing task, the textual data are eligible
to undergo an important second task, that of emotion detection. The emotion
detection task can be cast as a sentence-based classification problem. One of
the essential features of sentence-based classification is that it assigns social
messages to pre-defined classes/categories of emotions, as formulated in the
Theories of Emotion in Psychology. In our case, we adopt the Ekman model
introduced in [28].

Current research suggests that deep learning based models have significantly
surpassed classical machine learning approaches in various text classification
tasks including but not limited to sentiment/emotion analysis. State-of-the-
art approaches developed to tackle the emotion detection task, rely on the ex-
ploitation of either the intra-sentential context or the inter-sentential one, or
both [111]. In doing so, neural network architectures starting from Feed For-
ward Networks, going on to Recurrent Neural Networks (RRN-s), Convolutional
Neural Networks (CNN-s), Transformers and more, have proven to be way more
accurate compared to classical rule-based methods. In our analysis we choose
to exploit emotion signals/indicators at the sentence level, trying to learn the
conveyed emotion while taking into account the context in which they occur,
rather than the overall discourse. We employ a neural network architecture
based on a Convolutional Neural Network, a model inspired from [55], that has
since become a baseline standard for text classification architectures. Though,
the original model has been extended to accommodate our multi-class problem
in the Albanian language setting [91]. We basically train a simple CNN with
one layer of convolution on top of feature vectors obtained from previously la-
belled sentences. Each word is regarded as a feature, transforming therefore a
sentence into a concatenation of low-dimensional vectors. As to the choice of the
data representation model, we refer to our previous work2, where we assess the
impact of several word embedding techniques (from shallow to deep contextual-
ized, including pre-trained language models (LMs) on the fine-grained emotion
analysis task. Based on the obtained results, we decide to use multi-lingual
word embeddings, pre-trained on Common Crawl and Wikipedia corpora using
fastText. These models were trained using CBOW with position-weights, in

2http://womencourage.acm.org/2020/wp-content/uploads/2020/07/womENcourage_2020_
paper_11.pdf//

http://womencourage.acm.org/2020/wp-content/uploads/2020/07/womENcourage_2020_paper_11.pdf//
http://womencourage.acm.org/2020/wp-content/uploads/2020/07/womENcourage_2020_paper_11.pdf//


4.2. SEQUENTIAL PATTERN MINING ON MICROBLOGS 49

Figure 4.2: Workflow of the proposed approach

dimension 300, with character n-grams of length 5, a window of size 5 and 10
negatives [40]. As shown in Figure 4.2 the output of the pre-trained embedding
layer is fed into the convolutional layer, which in turn filters the embedded word
vectors using multiple widths. Next, they go through a ReLu activation and
maxpooling operation. Finally, the max-values from the convolutional layer are
passed to a last, fully-connected, classification (softmax ) layer. The resulting
classification model is used to automatically predict the probability distribution
of emotion labels over the set of unlabelled sentences.

In conclusion, our choice for a CNN-based model is motivated by its sim-
plicity and ability to learn to recognize patterns in a high-dimensional space.
Additionally, our choice to incorporate pre-trained word vectors into our CNN
model, is motivated by the fact that pre-training is crucial for resource con-
strained languages like Albanian and also steers models to richer and more
insightful learning, significantly improving their accuracy compared to baseline
models.

4.2.5 Emotion-Aware Sequential Rule Mining
In our quest to give an extra edge to our designed approach we decide to fur-
ther analyze the emotion-related information that we gained post classification
task. We aim to discover patterns of concomitant emotional status and time-
separated emotional status over social postings, which will indeed reveal forms
of correlation and implication between emotions. This is achieved by introduc-
ing a third task, that of sequential rule mining of utility-annotated emotions
conveyed through social messages. In order to prepare the input to this task,
we develop a Java based conversion tool that implements our representation
formalism, which not only frees up the analyses from temporal granularities
but more importantly it doesn’t necessarily imply the use of lexical resources.
This conversion tool is instrumental in designing a language agnostic solution
that can easily be adopted for a wide range of high to low resource languages.
Additionally, this tool is powerful because it turns data attributes into time-



50 CHAPTER 4. DESCRIPTIVE DATA MINING ON MICROBLOGS

related and emotion-aware numerical representations that satisfy the input re-
quirements of a sequential rule mining algorithm. More specifically, the input
to the conversion tool consists of automatically predicted emotion labels cor-
responding to the posts of a specific user/author, along with their respective
timestamps. These non-lexical data undergo a complex conversion process that
aims to output sequences, out of which we build the whole user-level sequence
database.

Our sequence database SDB = 〈s1, s2, . . . , sp〉 collects the emotional sta-
tus recognized from the messages posted by a user. In particular, it encloses
a list of sequences, each assigned to an identifier 1, 2, ..., p. A sequence sp is
a list of itemsets of (labels of) emotional status, automatically predicted from
messages posted during a user-defined time window and arranged according to
their chronological onset over time. Intuitively, each itemset associated to a
unique time-stamp, may contain several emotional status (occurred in the same
time-stamp), but cannot have the same emotional status appearing more than
once. Each emotional status is associated to a positive integer value, referred
to as its utility.

A concrete illustration is reported in the following example:

{〈{joy[4], anger[1], shame[1]}, ti〉, 〈{joy[1], anger[1], shame[1]}, ti+1〉, 〈{joy[1]},
ti+2〉,〈{joy[1]}, ti+3〉}

where, for instance, at the time-stamp ti, three labels co-exist, namely, the
emotional status joy occurs four times, anger and shame occur once, respec-
tively.

So, each row of the sequence database represents a list of ordered transactions
happening during the selected time window. Transactions, in turn, represent
itemsets that adhere to a total chronological order. Whereas, items (here emo-
tion labels) within an itemset are not necessarily ordered and moreover they
should be distinct (no item can appear twice). It is important to note that
due to the required distinctiveness of items within an itemset, we can maintain
only a total order. Additionally, in order to better model authors’ posting be-
haviour, the time window of sequences is defined based on days of consecutive
posting activity, rather than on calendar days, omitting therefore days with no
user-posting activity.

4.2.5.1 The proposed solution

To further our analysis, we investigated several frameworks ranging from FIM
to HUIM which have been successfully applied in several domains, but they
fail to capture and quantify emotions conveyed through social messages, and
more importantly they provide no measure of confidence that the rule will be
followed. Prior to formalizing our solution, we investigated and revisited all
the potential tasks under the umbrella of Frequent Pattern Mining (FPM). We
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realized that FPM builds upon the assumption that the items cannot appear
more than once in a transaction and moreover all the items have the same
importance. These limitations have been addressed redefining the problem of
FPM as a High Utility Pattern Mining (HUPM), which in turn lacks the ability
to consider the sequential ordering of items in itemsets. Eventually, moving
to High Utility Sequential Pattern Mining (HUSPM) solved this later issue
but without providing a measure of confidence/probability that the discovered
pattern will be followed in real-life scenarios. We could finally address this
limitation by formulating our problem in the context of a new, less investigated
family of algorithms, that of High Utility Sequential Rule Mining. Consequently,
our emotion analysis problem lends itself to a different, yet less explored family
of algorithms, namely High-Utility Sequential Rule (HUSR) mining algorithms.

High-utility sequential rule mining is an important data mining task with a
wide application focus. However, to the best of our knowledge, its main real-
world applications, in any event go back to product recommendation and market
basket analysis. We have been inspired from the later application to draw
similarities between customer transactions and user generated emotions and
consequently adopt high-utility sequential rule mining onto the field of emotion
analysis. In particular, in the market basket analysis context, a typical sequence
database consists of sequences of customer transactions, where each transaction
consists of items bought, and each item is annotated with an individual utility
value denoting the sale profit. In our emotion analysis context, we have a
different working scenario, in that there are sequences of emotions expressed
from the author of social messages over time, and this solicits changes to the
notion of utility. Thus, instead of "sale profit" (of sold items), we introduce
"occurrences" of the emotional status, which are the emotion-labels assigned to
the posts.

The notion of HUSR is derived by the one of sequential rule [61], which is
an implication in the form of if antecedent then consequent (X → Y ), where an-
tecedent and consequent have no element in common. In a sequential rule, if the
conjunction of the items on antecedent (X) occurs in a sequence, the conjunction
of the items on consequent (Y ) is likely to occur afterward with a given confi-
dence or probability in the same sequence. Moreover, not all the sequential rules
are of interest, but only those that are verified in a significant number of input se-
quences. However, HUSR differ from sequential rules by the property to consider
the utilities specific to the corresponding input sequences and represent them
with a summarizing value. Therefore, a high-utility sequential rule is denoted
with three statistical parameters, taking into account that not all the HUSR are
considered as valid, but only those that exceed three user-defined thresholds,
namely, min_confidence ∈ [0,1], min_support and min_utility ∈ R+, respec-
tively, minimum thresholds for confidence, support and utility.

To discover HUSR present in at least min_support sequences SDB, we
account for the support of each rule X → Y . It can be determined as the
portion of the sequences of SDB in which the conjunction X ∪ Y is present.

The confidence denotes the strength of the implication if X then Y and it
can be determined as the ratio of the number of sequences of SDB in which the
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conjunction X ∪ Y is present out of the number of sequences of SDB in which
only the antecedent X is present.

Finally, an utility value is associated to each HUSR and can be determined
as the sum of the utilities associated to the individual emotional status involved
in X and Y .

To discover HUSR, we could inject the information of the utilities of the
emotional status in the search space of the sequential rules and resort to any
algorithm of discovery of sequential rules, with the difference that each rule is
denoted with the utility value. The typical procedure generates rules with longer
antecedents and consequents, that is, by incrementally inserting new items into
either antecedents or consequents of valid rules, starting from those with one
item on the antecedent and one item on the consequent.

However, to do that, most of algorithms rely on the anti-monotonicity prop-
erty of the support, which would limit us to keep only those sequential rules
that meet the support (and confidence). Indeed, we can build longer rules
from (shorter) rules that meet min_support and min_confidence, but we can
avoid to build longer rules when the (originating) shorter rules do not exceed
min_support. This is not quite the case with the utility properties, where we
cannot clearly define whether it is anti-monotonic or not. In fact, careful in-
spection of the search space of rules, reveals that it is possible to encounter two
different cases: (1) expansions of a shorter rule, whose utility decreases due to
the fact that they are supported in a smaller or in an equal number of sequences
and (2) expansions of a shorter rule, whose utility increases because they are
supported in a greater or in an equal number of sequences.

A promising idea is that of associating ’approximated’ utilities to the rules
and explore the space accordingly. This has been proposed in [118], which we
have adopted in the current work. That method uses the sequence estimated
utility measure to prune unpromising items and rules. It also leverages two
efficient data structures to compute the three statistical parameters for each
rule: the utility-table structure that is used to quickly calculate both the support
and utility of rules and the bit vector to calculate the confidence.



Chapter 5

Experiments and Evaluation

In this chapter, we empirically assess the approaches proposed in previous chap-
ters, under different perspectives, yet always centred around the user. More
specifically we start with an evaluation considering deep learning architectures
versus classical machine learning algorithms (standard baselines). For simplic-
ity, we focus only on the Accuracy metric for comparing performance among
methods. Next, we present extensive experiments, aimed at the construction
of a user profile based on emotional keywords. The chapter follows with a pre-
liminary summary of experimental data aimed at evaluating several sequential
pattern mining algorithms and provides an analysis of the results focusing on
the different algorithmic choices and how these affect the performance of each
algorithm. These results and evaluations pave the way towards the final set of
experiments that assess our proposed sequential pattern mining approach for
user emotion detection from a qualitative and quantitative perspective.

5.1 Sentence-Level Classification
In this section, we leverage the analysis performed on micro-blogging texts and
posts in the Albanian language, which enables the use of technologies to monitor
and follow the feelings and perception of the people concerning products, issues,
events, etc. Our approach to emotion analysis tackles the problem of classify-
ing a text fragment into a set of pre-defined emotion categories and therefore
aims at detecting the emotional state of the writer conveyed through the text.
To achieve this goal, we performed a comparative analysis between different
classifiers, using deep learning and other classical machine learning classifica-
tion algorithms. We also adopted a domestic stemming tool for the Albanian
language in order to preprocess the datasets used in the second round of exper-
iments. Experimental evaluation reports results obtained from the comparative
analysis of various classifiers in terms of classification accuracy. We also present
other findings related to the length of the texts being processed and the impact
on the classifiers’ accuracy.

53
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Following, we report experimental details on the architecture setup, data
preparation in Albanian, and discuss the performance of the learner in terms of
accuracy.

We have performed experiments along two main perspectives: learning emo-
tive posts regardless of authors (politicians) and learning emotive posts of spe-
cific individual authors. The results are discussed by following this distinction.
As to the first perspective, we considered 2325 annotated posts (training set),
equally distributed over the authors under examination. In the second per-
spective, we considered the posts posted by five specific authors1 and built the
annotated training sets with 159, 322, 1002, 1486, and 1069 posts. The per-
formance has been evaluated in terms of classification accuracy on the testing
sets.

The datasets are structured as follows: Dataset D1 is composed of 119 users
whose posts have been labeled using the seven emotional tags while datasets D2,
D3, D4, D5, and D6 are single-user datasets that represent the data of every
single user throughout 2008-2018. We decided to measure the classification
accuracy for both cases: multi-user context and single-user context so that we
could understand how well algorithms perform in different scenarios.

In addition, we decided to investigate the effect of linguistic processing such
as stemming for Albanian, on the classification accuracy. For this purpose, we
have used the algorithm developed in [83], which uses a rule-based approach
for stemming texts in the Albanian language. The experiments are divided into
two groups, the first without stemming and the second with stemming.

Dataset ID Deep Learning NB IBK SMO
D1 91.2% 75.5% 78.3% 81.8%
D2 86.3% 82.9% 75.3% 83.5%
D3 81.9% 79.1% 80.7% 80.7%
D4 70.2 % 77.2% 79.9% 84.8%
D5 90.5% 81.2% 89.9% 90.1%
D6 88.8% 65.6% 75.4% 75.4%

Table 5.1: Experimental results in terms of accuracy (correctly classified un-
stemmed instances)

Experimental results are shown in Tables 5.1 and 5.2. In order to gain
a thorough understanding of the classification task, we have also used three
classical machine learning classification algorithms, such as Naive Bayes (NB),
Instance-based learner (IBK), and Support Vector Machine (SVM).

Table 5.1 shows the results on datasets, whose instances (text examples) were
not stemmed. These experiments were conducted with the evaluation schema
of the k-fold cross-validation at k=10.

As shown above, in Table 5.2, the DL approach has produced better results
in terms of classification accuracy. Only in one case, the DL approach has scored

1Authors’ names and personal data will not be disclosed due to privacy concerns.
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Dataset ID Deep Learning NB IBK SMO
SD1 92.4% 66.7% 73.6% 76.1%
SD2 84.5% 81.6% 78.5% 82.3%
SD3 83.1% 77.9% 81.0% 81.0%
SD4 67.0 % 78.1% 80.0% 84.8%
SD5 91.0% 83.5% 90.3% 90.3%
SD6 85.3% 65.4% 75.4% 75.3%

Table 5.2: Experimental results in terms of accuracy (correctly classified
stemmed instances)

worse than the other algorithms. We suspect this worse result may be due to
shorter sentences in this dataset in general. However, this case needs further
investigation which we leave for future work as it requires extensive experiments
by varying the length of the sentences to understand how this relates to the
performance of the various algorithms. Table 5.2 shows results on stemmed
datasets. As it can be seen, again the DL approach performed in general better
than the other classical algorithms. Again only in one case, the DL approach
performed worse which leaves again room for future exploration of the reasons
of this specific result.

Another interesting finding drawn from the experiments is that using the
stemming step, did not lead to relevant improvement in the overall performance
of all the algorithms, with some worse results in some cases. We hypothesize this
is due to the short length of the sentences which after being stemmed carry even
less information than before being stemmed. We believe this matter requires
further investigation on the relationship between the length of the texts being
stemmed and the performance of the classifier.

5.2 Clustering
In this section, we illustrate and report the results of our experiments, aimed at
the construction of a user profile based on emotional keywords, which charac-
terize and synthesize the emotional content the user conveys in his micro-blog
posts. Following the methodology described in Chapter 4, Section 4.1.2, we
extracted the keyword vector corresponding to the centroid of each emotion-
specific cluster(s), on each version of datasets extracted from D1, D2, D3, D4,
D5, and D6. The centroid of each cluster is presented as the prototype of the
keyword for each emotion: JOY, ANGER, DISGUST, FEAR, SHAME, GUILT,
and SADNESS. We have intentionally chosen to construct an emotion profile for
each of the five distinct users separately (D2, D3, D4, D5, and D6) and another
one for a heterogeneous user group using the dataset (D1). Given the descrip-
tive nature of this problem, we thought that emotion profiling in a multiuser
context versus a single-user context would bring up the necessary rivalry that
discloses interesting findings.
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Label  Prototype instance (Albanian) Prototype instance (English) 

D
1 

JOY 
 

{kombëtar, mirëmëngjes, ditë, mbarë, pamje, 
uroj, bukur} 

{national, goodmorning, day, lucky, view, wish, 
beautiful} 

FEAR 
 

{shperthim, autostraden, bese, eksplozivi,  
krimi, kryeministri} 

{explosion, highway, faith, explosives, crime, 
prime minister} 

DISGUST 
 

{kanabisi, komikun, replike, budalla, degradon, 
derra} 

{cannabis, comic, replica, stupid, degrading, pig} 

ANGER 
 

{videon,qytetaret, norieges, pushtetin, qeverie, 
plehut} 

{video, citizens, norieges, power, government, 
muck} 

SHAME 
 

{parlament, prape, gabuar, azilkerkuesve, 
kujdes, mbeturinave} 

{parliament, again, wrong, asylum seekers, care, 
waste} 

SADNESS 
 
 

{zjarr, nene, rrugen, ngushellime, shendetesia, 
doktoreve} 
 

{fire, mother, street, condolences, health, 
doctors} 
 

Label  Prototype instance (Albanian) Prototype instance (English) 

D
2 JOY 

 
{arsye, forcen, paqesore, mire, sot, zerit} 
 

{reason, force, peace, good, today, voice} 
 

Label  Prototype instance (Albanian) Prototype instance (English) 

 D
3 

JOY {europiane, faleminderit, gezuar, sot} {European, thank you, happy, today} 
SADNESS 
 

{dhimbja, humbjen, mikun, shpirti, rip, erresire} 
 

{pain, loss, friend, soul, rip, darkness} 
 

Label  Prototype instance (Albanian) Prototype instance (English) 

D
4 

JOY 
 

{kryetari, bashkëbisedim, #ekonomieforte, 
sheshi, fitore, sigurte} 

{speaker, conversation, #strongeconomy, square, 
victory, secure} 

DISGUST 
 

{korrupsionit,skaneri, drogës, kapje, opozitën, 
narkotrafikut} 

{corruption, scanner, drug, capture, opposition, 
narcotics} 

ANGER 
 

{kuvend, pasiguria, budallai, keqqeverisjes, 
krimi, drejtperdrejte} 

{assembly, insecurity, stupid, mismanagement, 
crime, direct} 

SADNESS 
 

{lumi, bombë, ekologjike, homazhe, luftën} 
 

{river, bomb, ecological, homage, war} 
 

Label  Prototype instance (Albanian) Prototype instance (English) 

 D
5 

JOY {shqiptare, oren, rilindje, faleminderit, program} {Albanian, renaissance, thank  you, program} 
FEAR 
 

{shqipërisë, besueshmëria, integrimi, provë, 
rrezik, frikë, terrorrizmi, shekujt, barbaria} 

{albania, credibility, integration, proof, danger, 
fear, terrorism, centuries, barbarism} 

DISGUST {kqz, deformon, lakuriq, plehrat, disiplines} {cec, deforms, naked, trash, discipline} 
ANGER 
 

{kapitulli, katrahure, kthesen, kusaresh, ligjin 
krimi, manipulohet} 

{chapter, war, turn, robbers, crime law, 
manipulate} 

SADNESS 
 

{harqeve, lamtumirë, arkitekturës, botës, natë}  
 

{arcs, goodbye, architecture, world, night} 
 

Label  Prototype instance (Albanian) Prototype instance (English) 

 D
6 

JOY 
 

{gezuar, faleminderit, programin, rilindje, fshati, 
pune} 

{happy, thanks, program, renaissance, village, 
work} 

FEAR {shqetesoj, bisedave, ruhen, shqetsim} {worry, talk, keep, trouble} 
DISGUST 
 

{pastruesi, keqja, asnje, degraduar, diskutuam, 
problemin, rruges} 

{cleaner, bad, none, degraded, discussed, 
problem, path} 

ANGER {kalamani, parlament, duhanin, gjithmone}  {kid, parliament, tobacco, always} 
SADNESS 
 

{shqiperia, nene, reale, ngushellime, zjarr, 
detyrohen, familjes} 

{albania, mother, real, condolences, fire, owe, 
family} 

Figure 5.1: Emotional keyword profiles on D1, D2, D3, D4, D5 and D6
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Figure 5.1 shows the detailed results of the keyword clustering approach ex-
ecuted on D1, and D2-D6 datasets, in terms of the most representative keyword
vector corresponding to each cluster centroid. As evidenced in Table 3, in most
of the cases the keyword clustering approach performed pretty well by finding
keywords that are relatable to the target emotion that a single user has ex-
pressed through his posts. We noticed that JOY is the most popular emotion,
present in all the datasets chosen from us, both single-user and multiuser.

Appreciably, we found that in all the cases of JOY clusters, the keywords
extracted are semantically sound and express joy according to our common hu-
man perception. This is as true, as to realize that in some cases different users
tend to express JOY using the same vocabulary, i.e. words like {faleminderit,
gezuar, rilindje, sot}, whose English language correspondents are {thank you,
happy, renaissance, today}. We can deliberately call them, like-minded people
that resonate at a high frequency. In other cases, we evidence that specific users
tend to use unusual words to express a specific emotion, through neologisms,
slangs, or hashtags that reflect temporal phenomenon, trends, or hype. For
instance, the heterogeneous user group (D1) tends to express SADNESS using
keywords {zjarr, nene, rrugen, ngushellime, shendetsia, doktoreve} correspond-
ing to {fire, mothers, street, condolences, health, doctors} in English. Among
these keywords, some are commonsense, while surprisingly enough appear there
words like “health” and “doctor”. However, the current socio-economic reality
explains this tendency, because of a massive concern of Albanians on poor and
unreliable healthcare services.

Another interesting finding is that FEAR emotion is less frequently ex-
pressed, in fact out of five micro-blogging users only two of them do, which
is 40% of the sample group. The keywords frequently used by these users to ex-
press FEAR are {shperthim, autostraden, bese, eksplozivi, krimi, kryeministri}
corresponding to {explosion, highway, faith, explosives, crime, prime minister}
in English. We can infer that Albanian micro-blogging users, mainly fear rea-
sonable matters related to “crime”, “explosion”, “highways” etc. Additionally,
the keyword “crime” appears to provoke ANGER-related emotions, as in the
case of users corresponding to datasets D4 and D5.

Careful inspection of keywords used to express DISGUST revealed that
words like “cannabis” and “drug” are frequently used by Albanians in micro-
blogging posts, assuming this is related to social repercussions of drugs and
cannabis in Albanian society. Keyword extraction through clustering revealed
that some single-user datasets (i.e. D4, D5, and D6) cluster into two or three
well-separated clusters on specific target emotions like SADNESS, ANGER, or
FEAR. This means that the corresponding users exhibited mainly two or three
different profiles/traits in expressing these emotions. A thorough investigation
of the emotional profiling experiments may help draw several other conclusions
of broad interest, that lie beyond the computer science domain. However, they
require solid further investigations to better understand and estimate keyword
clustering results.
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5.2.1 Analysis of Results
Section 5.1 and 5.2 presented two approaches respectively aimed at (i) detecting
emotion status expressed in the textual units and (ii) analyzing and characteriz-
ing user emotion profiling in micro-blogging texts and postings in the Albanian
language. The first approach is purely predictive and is addressed through clas-
sification. We have performed a comparative analysis between different clas-
sifiers, using deep learning and other classical machine learning classification
algorithms. Experimental evaluation showed that deep learning produces over-
all better results compared with the other methods in terms of classification
accuracy. Interesting findings related to the length of the texts being processed
and the impact on the classifiers’ accuracy showed that this matter requires
future investigation. Additionally, we concluded that classifiers’ performance
begins to degrade when too much normalization is introduced. Especially, the
stemming tool did not introduce any noticeable improvement in the classifier
performance.

As to the second approach, because of being descriptive by nature, it has
been addressed through clustering. Cluster analysis experiments suggest that
clusters produced by traditional unsupervised approach, often result incoher-
ent concerning an existing classification perspective. Next, keyword cluster-
ing experiments revealed an evident convergence among individual users and a
heterogeneous user group, in the way they chose to express feelings and emo-
tions via micro-blogging channels. We believe that characterizing, summarizing,
and modeling emotion dynamics on a large scale is often challenging, but our
approach has introduced some valid and novice findings that can elicit more
elevated research work aimed at characterizing and quantifying the emotional
entrainment in social media.

As future work, we plan to investigate the evolution of the emotional state
of the set of examined users as a result of the interaction with other users [64].

5.3 Sequential Pattern Mining Algorithms Eval-
uation

Having discussed the most representative solutions for implementing the key
features of SPM algorithms in Chapter 2, Section 2.1.3, we present here the re-
sults of a thorough experimental evaluation of several algorithms for sequential
pattern mining. Our analysis of the results focuses on the different algorith-
mic choices and attempts to corroborate how these affect the performance of
the selected algorithms. Experiments performed on real-world and synthetic
datasets highlight relevant differences between existing algorithms and provide
indications for Big Data scenarios.



5.3. SEQUENTIAL PATTERN MINING ALGORITHMS EVALUATION 59

5.3.1 Empirical evaluation
To empirically evaluate the differences between the three main features described
in Chapter 2, Section 2.1.3, in this section we present experiments conducted on
some algorithms that adopt different solutions to implement the three features.
To this end, we considered GSP, PrefixSpan, SPAM, Spade, and CM-Spade.
More detailed description of these algorithms can be found in [71] and [67]. In
order to perform a fair analysis, we used the SPMF framework [102], which col-
lects many sequential pattern mining algorithms implemented in Java using the
same design pattern. The experiments aim at evaluating the time consumption
(in milliseconds) and memory consumption (in MB).

We used real-word datasets and synthetically generated sequence datasets.
As to the real-world datasets, the experiments were performed by manually
tuning the minimum threshold min_support. Three categories of real-world
sequences were considered: textual data, click-streams, and census data. In
the textual data, sequences correspond to sentences, while items correspond to
words. The structure of the discourse defines the order between the words. Two
datasets of textual data were used. Sign, which contains transcriptions of sign
language utterances. Bible, which contains the transcription of Bible. In the
context of click-stream data, sequences correspond to sessions of browsing on
the Web, while the items correspond to Web pages. The order is defined in
terms of the time-stamp when clicking on the page link. Three datasets were
used. Kosarak, which contains sequences of click-stream data from a Hungarian
news portal. Msnbc, which contains click-stream data collected from logs of
www.msnbc.com and news-related portions of www.msn.com for the entire day
of September 28, 1999. Fifa, which contains the data of the requests made to
the 1998 World Cup Web site between April 30, 1998, and July 26, 1998. In
the census data, sequences correspond to population and demographic statis-
tics collected across time. We used the dataset Pumsb that contains federal
census data collected for the IPUMS project from Los Angeles – Long Beach
area for the years 1970, 1980, and 1990. The real-world datasets are available
at the link http://www.philippe-fournier-viger.com/spmf/index.php?link=
datasets.php. The experiments were performed on a machine equipped with
Windows 10 operating system, i3 3.3 GHz processor, and 8 GB main memory.
Table 5.3 reports a summary of the characteristics of these datasets. The den-
sity variable is obtained as the average number of items present in the itemsets
divided by the number of distinct items.

As to the synthetically generated sequences, we used the datasets available
at the link http://www.di.uniba.it/~ceci/micFiles/systems/CloFAST/ (also
used in [35]). The experiments were performed by manually regulating one char-
acteristic of the data at a time while leaving the others fixed. In particular, three
characteristics were considered: the average number of itemsets per sequence,
density, and the number of sequences (denoted as C, T , D afterwards). The ex-
periments were executed on a machine equipped with CentOS Linux operating
system, Intel Xeon 2.4 GHz processor, and 64 GB main memory.

In Figure 5.2, we report the time spent by the algorithms on the real-world

http://www.philippe-fournier-viger.com/spmf/index.php?link=datasets.php
http://www.philippe-fournier-viger.com/spmf/index.php?link=datasets.php
http://www.di.uniba.it/~ceci/micFiles/systems/CloFAST/
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Dataset No. of
seq.

No. of distinct
items

Avg no. of
itemset-
s/sequence

Density

Sign 730 267 52 0,0037

Bible 36369 13905 21,64 7,19E-05

Kosarak 69999 21144 7,98 4,72E-05

Msnbc 989818 17 4,75 0,058

Fifa 20450 2990 36,24 0,00033

Pumsb 49046 2088 50,48 0,00048

Table 5.3: Characteristics of the real-world datasets used for the experiments

datasets. As expected, the larger the value of min_support the larger the time
consumption (the scales are logarithmic).

In particular, the running time of GSP crosses at least three magnitude
orders for all the datasets, while the algorithms SPAM, PrefixSpan, and CM-
Spade cross two magnitude orders on Sign, Bible, Kosarak, and three orders
on Fifa and Pumsb. The performance related to running time on Fifa and
Pumsb can be attributed to particular conjunction of the properties of these
datasets, they have simultaneously many items (no. of distinct items), many
itemsets per sequence (no. of distinct items), and large density, compared to
the other datasets. When these characteristics are not present simultaneously,
the running time is smaller, for instance, the plots of SPAM and PrefixSpan
algorithms on Kosarak and Sign are basically linear. Indeed, Kosarak has small
sets of itemsets per sequence, while Sign has small sets of distinct items. A
specific consideration can be drawn for SPAM on Kosarak and Bible. Although
their respective running time has not an exponential tendency, the magnitude
orders are greater compared to the other algorithms, including GSP. This can
be explained by the data representation implemented in SPAM, where a bit
vector is associated with each item. Considering that Kosarak and Bible have
larger sets of distinct items, the running time of SPAM can be affected by the
cost of the operations for building the bit vectors.



5.3. SEQUENTIAL PATTERN MINING ALGORITHMS EVALUATION 61

(a) (b)

(c) (d)

(e) (f)

Figure 5.2: Running time (in milliseconds) obtained on the real-world datasets
a) Sign, b) Bible, c) Pumsb, d) Fifa, e) Kosarak, f) Msnbc ).
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(a) (b)

(c) (d)

(e) (f)

Figure 5.3: Memory consumption (in MB) obtained on the real-world datasets
a) Sign, b) Bible, c) Pumsb, d) Fifa, e) Kosarak, f) Msnbc).
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The memory consumption (Figure 5.3) follows the tendency of the results on
the running time, although it increases quite linearly. The algorithms that take
more memory space are those compliant with the generate-and-test procedure,
such as, GSP and SPAM, because they keep the frequent patterns previously
mined. This is more evident in GSP, where the breadth-first search forces us
to keep the patterns of the levels of the lattice already visited. In particular,
GSP needs more memory (and more running time) on Sign, Fifa, and Msnbc
for small values of min_support because the lattice grows up significantly. On
the contrary, the choice of PrefixSpan to keep smaller search spaces is successful
in terms of running time and memory consumption. In the case of SPAM, it
consumes memory on Kosarak and Bible because it needs a huge number of bit
vectors. The output of CM-Spade deserves specific consideration. In Bible and
Kosarak, we have no result because CM-Spade stops due to insufficient memory.
This is quite expected because the two datasets have the maximum number of
distinct items (compared to the other datasets) and CM-Spade uses all the
memory because it has to perform a preparatory operation on the itemsets of
length 2 (Chapter 2, Section 2.1.3). On the contrary, it performs faster on the
datasets with a lower number of items (Sign, Msnbc, and Pumsb), although it
uses more memory compared to other choices, for instance, PrefixSpan.

The experiments on the synthetic datasets have been set on the properties
of the input data sequences, which we can control. Figures 5.4a and 5.4b il-
lustrate the running time and memory usage obtained while increasing values
of C (min_support=0.4). We note that when C (average number of itemsets
per sequence) increases, the time consumption increases too, and for all the
algorithms the efficiency drops by four orders of magnitude. The explanation is
that the value of C affects the length of the patterns and consequently the size
of the lattice. Thus, when C increases, we need to perform more s-extension
operations, which leads the width and depth of the lattice to grow. This is
particularly evident in the algorithms that use the level-wise search, and candi-
date generation techniques, for instance, GSP, because they have to evaluate all
the candidates of a level (which will be larger because there are more itemsets)
before proceeding to the next level. A different behavior can be observed on
the memory consumption, which grows linearly with C. This reveals a choice
common to many algorithms, that is, limiting the use of the main memory at
the cost of the running time. The exception is represented by CM-Spade, which
asks for less time, but uses more memory for keeping the itemsets of length 2,
especially for large values of C.

The performances obtained on T (density) follow those of C. With respect to
running time, all the algorithms cross four orders of magnitude when T increases
(Figures 5.4c and 5.4d). The reason is that when the sequences are densest, the
number of items present in the itemsets increases, and the algorithms need more
i-extension operations. This makes the lattice "more complex" and the pattern
generation procedures expensive. As to the memory, it is worth noting that the
consumption of Prefix-Span is greater than GSP, especially for large densities.
This is due to the fact that the size of the projected databases is not smaller
than the input database for the densest sequences.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.4: Running time and memory consumption (in MB) obtained on the
synthetic datasets a), b) number of itemsets per sequences, c), d) density and
e), f) number of sequences).



5.4. HIGH UTILITY SEQUENTIAL RULE MINING 65

The results obtained by varying D (Figures 5.4e and 5.4f) allow us to eval-
uate the scalability properties of the algorithms, whose running time follows
an exponential tendency. The algorithm GSP has at least one more magni-
tude order, compared to the others, and this is due to the algorithmic choice
on the access and representation of the input sequences. In GSP, the compu-
tation of the occurrences is performed by scanning the whole database, hence
the data representation relies on traditional transaction-based format, which
requires costly I/O operations. Contrarily, PrefixSpan does not scan the whole
database, but only partitions of the input sequences and this guarantees better
efficiency. This gain in running time implies a greater usage of the memory, as
seen for the results of C. In the case of PrefixSpan, we need to create a large
number of projected databases containing probably more sequences, while, in
the case of SPAM and CM-Spade, we need very long IDlists. Finally, GSP asks
for less because it uses memory essentially to store the lattice, whose size is
related to the size of the input database.

5.3.2 Analysis of Outcomes
In Section 5.3, we have conducted an experimental study to compare the most
representative algorithms designed for sequence mining. The main contribution
lies in the empirical evaluation of the choices made in those algorithms for the
i) exploration of the lattice of the patterns, ii) representation of the database
of sequences, and iii) generation of sequential patterns. This work can be in-
tended as a preliminary investigation for the future design of a sequence mining
approach on Big Data, considering solutions for data distribution and/or par-
allelization on different machines, including streaming approaches. Indeed, our
evaluation, performed on real-world and synthetic datasets, has been set to draw
indications on the performance in terms of time and memory consumption. We
observed that the choices we have done to make the mining process efficient,
for instance, in PrefixSpan and CM-Spade, imply greater memory consumption.
Contrarily, time-consuming solutions, for instance, GSP, may perform relatively
well in terms of main memory requirements. As future work, we plan to i) inves-
tigate advanced data structures to adapt time-saving algorithms (for instance,
PrefixSpan and CM-Spade) and ii) consider distributed solutions for the gen-
eration of patterns in order to adapt memory-saving algorithms (for instance,
GSP).

5.4 High Utility Sequential Rule Mining
In this section, we implement the computational solution proposed in Section
4.2 by means of the HUSRM algorithm, in order to test and assess it on two
different types of real-world data sets: one multi-user data set namely D1 and
six single-user data sets namely D2, D3, D4, D5, D6, and D7. Having access
to a large choice of user-generated data we could sample either multi-user data
sets or single-user data sets, and run three different strands of experiments:
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1. Evaluate high-utility rules en masse (all data sets)

2. Evaluate high-utility rules individually

3. Compare and contrast emotional traits expressed from a single user versus
a multi-user pool

We will also report experimental results and discuss conclusions drawn from
both a qualitative and quantitative perspective.

5.4.1 Data sets and Experimental Settings
Our experiments were conducted on seven real-world data sets, built from micro-
blogging data, more specifically from live Facebook posts. The collection of
micro-blogging data was performed by means of RestFB 2 - a simple and flexible
Facebook Graph API client written in Java language. It is an open-source tool
released under the terms of the MIT License.

Data set
ID

No of
instances

Description Timestamp interval / Time
coverage

D1 2352 Multi-user Jan 2018-Mar 2018

D2 158 Single-user Oct 2013-Mar 2018

D3 321 Single-user Jan 2013-Mar 2018

D4 1002 Single-user Nov 2011-Mar 2018

D5 1490 Single-user May 2011-Mar 2018

D6 1648 Single-user Dec 2011-Mar 2018

D7 3285 Single-user Dec 2011-Mar 2018

Table 5.4: Data set properties.

We had to reuse the source code and set up a solid framework that allowed
us to fetch posts out of public community pages belonging to Albanian public
figures. We fetched around 60K posts belonging to 119 Albanian politicians,
shortlisted among the most active ones on Facebook and the most popular
according to the general perception of the social media audience. Data were
retrieved on March 2018 through Facebook API.

The fetched posts where captured and stored in a local SQL database, from
where we could extract and build several data sets to fit the needs of our exper-
imental study. Originally, our extracted data contains the following attributes:
source_id, post_id, caption description, icon, link, message and created_date.
However, after executing the preprocessing steps explained in Section 4.2.4.1 and
subjecting our data to the neural network classification model, we proceed with
an ablated version of our original data sets, analyzing instances with only two

2https://restfb.com//

https://restfb.com//


5.4. HIGH UTILITY SEQUENTIAL RULE MINING 67

attributes: emotion_class and created_date. Table 5.4 encompasses detailed
information about data sets’ properties. As shown in this table, we expect data
set D1 to be prone to a higher temporal density, while the rest of the data sets
promise to reveal insights widely lingered across time axes. More details on the
emotive post counts and their temporal distribution are depicted in Figure 5.5.

Figure 5.5: Temporal distribution of conveyed emotions in terms of emotive
post counts for single-user data sets D2-D7.

Implementation of this study was done in Java SE (version 15) using the
SMPF open-source, high-utility sequential rule mining libraries [32] and MySQL
Workbench (version 6.3.10), on a 64-bit Windows 10 Pro N workstation with
16 GB RAM. The preprocessing workflow and the neural network architecture
for the sentence-based classification are implemented in Google Colaboratory
(Google Colab) with NVIDIA Tesla K80 GPU using Python (version 3.8).

5.4.2 Experimental Evaluation
In order to assess the proposed approach in terms of effectiveness in representing
user-generated emotions and prediction of future emotional trails, we came up
with novel heuristics that rely mainly on standard evaluation metrics but also
extend to include human-oriented interpretations. The usage of a high-utility
sequential rule mining algorithm, imposed us to exploit the mining output which
consists of high-utility sequential rules followed by three important metrics:
rule support, rule confidence, and rule utility, respectively denoted as #SUP,
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#CONF and #UTIL. More specifically, by interpreting these three metrics we
could introduce the notion of interestingness among discovered rules. In doing
so, we strictly relied on the utility (profit) of a rule converting it into a scoring
function that allowed us to pick the most important sequential rules and further
evaluate them employing the support of a rule and confidence of a rule. The
latter one was interpreted as the strength or usefulness, which in turn provided
a measure of the probability that the rule in question will be followed.

5.4.2.1 Experimental Results

Parsing emotional textual content is a rather unique and complex task, however
the comprehensive set of experiments that we present in this section aim to un-
cover interesting insights through the mining of emotion-aware sequential rules
deduced from user-generated microblogs. As previously explained in Chapter
4 Section 4.2.4, the explicit output of the HUSRM algorithm consists of a text
file, where every line defines a high-utility sequential rule. Rules can be broken
down into two components: the antecedent, consisting of left side concomitant
items, and the consequent which constitutes the right side items, followed by
the numerical value of three important metrics: #SUP, #CONF and #UTIL.
We ran a total of 100 experiments on seven benchmark data sets varying mini-
mum utility threshold min_utility (a positive integer) in the [2, 24] interval and
the minimum confidence threshold min_confidence (a double value) in the [0.2,
0.9] interval. Below we present a breakdown of experimental results arranged
in three main groups.

5.4.2.2 Evaluation of high-utility rules en masse

In this strand of experiments, we collectively analyze all the high-utility sequen-
tial rules generated from data sets D1-D7, comprehensively analyzing the data
while keeping an eye on the data set pertinence for more elaborated conclusions.
We start by identifying the rules with the highest utility, then those with the
highest support followed by the ones with the highest confidence. The results
are tabulated and the details are debriefed below. As shown in Table 5.5, it
can be clearly observed that the rule with the highest utility #UTIL overall, is
{shame} → {joy} that belongs to the single-user data set D7. As to the rules
with the highest confidence, Table 5.6 lists all the rules that satisfy this criterion
and they belong to data sets D1 and D4. It is clearly noted that among the
rules with the highest confidence, fear or disgust is the most likely emotion to
occur afterward with optimal confidence of #UTIL=1.
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Dataset ID Antecedent Consequent #CONF #UTIL #SUP %

D5 SHAME JOY 0.46 272 40%

D6 JOY SADNESS 0.30 99 30%

D7 SHAME JOY 0.50 283 44%

Table 5.5: High-utility sequential rules with the highest rule utility (en masse)

Dataset ID Antecedent Consequent #CONF #UTIL #SUP %

D1 JOY,
ANGER,
SADNESS,
GUILT

DISGUST 1 8 1.15%

D1 JOY,
ANGER,
DISGUST,
SHAME

FEAR 1 8 1.15%

D1 JOY, DIS-
GUST,
SHAME

FEAR 1 8 1.15%

D1 ANGER,
DISGUST,
SHAME

FEAR 1 8 1.15%

D4 ANGER,
DISGUST,
SHAME

FEAR 1 14 1.15%

D4 JOY,
ANGER,
DISGUST,
SHAME

FEAR 1 14 1.15%

D4 JOY, DIS-
GUST,
SHAME

FEAR 1 14 1.15%

D4 JOY,
ANGER,
SAD-
NESS,GUILT

DISGUST 1 14 1.15%

Table 5.6: High-utility sequential rules with the highest rule confidence (en
masse)
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Dataset ID Antecedent Consequent #CONF #UTIL #SUP %

D1 JOY, ANGER, SADNESS, GUILT DISGUST 1.0 7 1.15%

D1 JOY, ANGER, DISGUST, SHAME FEAR 1.0 5 1.15%

D3 JOY, ANGER, SADNESS, DISGUST FEAR 0.3 5 2.44%

D4 JOY, ANGER, SADNESS, GUILT DISGUST 1.0 7 1.15%

D4 JOY, ANGER, DISGUST, SHAME FEAR 1.0 5 1.15%

D6 JOY, FEAR, DISGUST, GUILT ANGER 1.0 5 0.74%

D6 JOY, FEAR, SHAME,GUILT ANGER 1.0 5 0.74%

D6 FEAR, DISGUST, SHAME,GUILT ANGER 1.0 5 0.74%

D6 JOY, FEAR, SADNESS, SHAME ANGER 0.5 25 2.96%

D6 JOY, DISGUST, SHAME, GUILT FEAR, ANGER 0.3 6 0.74%

D6 JOY, DISGUST, SHAME, GUILT FEAR 0.3 5 0.74%

D6 JOY, DISGUST, SHAME, GUILT ANGER 0.3 5 0.74%

D6 JOY, DISGUST, SHAME, GUILT SADNESS 0.3 5 0.74%

D7 JOY, SADNESS, DISGUST, GUILT ANGER 1.0 5 0.43%

D7 JOY, DISGUST, SHAME, GUILT ANGER 1.0 5 0.43%

D7 SADNESS, DISGUST, SHAME, GUILT ANGER 1.0 5 0.43%

D7 JOY, SADNESS, SHAME, GUILT ANGER 0.5 5 0.43%

Table 5.7: High-utility sequential rules with the longest antecedent
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Dataset
ID

Antecedent Consequent #CONF #UTIL

D4 JOY, ANGER,
GUILT

SADNESS, DIS-
GUST

0.50 7

D4 ANGER, GUILT SADNESS, DIS-
GUST

0.33 6

D6 JOY, DISGUST,
SHAME, GUILT

FEAR, ANGER 0.33 6

D6 JOY, DISGUST,
GUILT

FEAR, ANGER 0.33 5

D6 DISGUST,
SHAME, GUILT

FEAR, ANGER 0.33 5

D6 DISGUST, GUILT FEAR, ANGER 0.33 4

Table 5.8: High-utility sequential rules with the longest consequent

As to the rules with the longest antecedent overall, we extracted the following
results that can be examined from Table 5.7. Among the extracted rules, the
most useful rule with the highest rule utility and support is {joy, fear, sadness,
shame} → {anger}, pointing to an interesting sequential relationship between
the noted user-generated emotions. Conversely, the extract of the rules with
the longest consequent is dominated by {sadness, disgust} or {fear, anger}
emotions duplets and has a length not greater than two items (emotions) (see
Table 5.8). Here, the most useful and interesting rule with the highest rule
utility and support is {joy, anger, guilt} → {sadness, disgust}.

Table 5.9 reports all the rules consisting of a single item antecedent and a
single item consequent. The rules with the highest metrics value are noted in
bold for every data set that is part of this en masse analysis, leading us to some
interesting insights: (1) There are no if single item antecedent then single item
consequent rules in the multi-user data set D1; (2) {shame} or {joy} emotions
are predominantly showing in the antecedent side of the most important rules;
(3) Data sets D5 and D7 have in common a rule that has single emotion on both
antecedent and consequent side, that is {shame} → {joy}. The rest of the data
sets are disjoint.
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Dataset ID Antecedent Consequent #CONF #UTIL

D2 JOY ANGER 0.35 21
D2 SHAME GUILT 0.33 2
D2 ANGER DISGUST 0.25 4
D2 ANGER SHAME 0.25 4
D2 DISGUST JOY 0.25 2
D2 DISGUST ANGER 0.25 2
D2 DISGUST SHAME 0.25 2
D3 DISGUST ANGER 0.30 6
D3 JOY SHAME 0.29 25
D3 JOY ANGER 0.24 21
D3 SHAME JOY 0.24 9
D3 ANGER DISGUST 0.27 7
D3 DISGUST JOY 0.20 4
D3 DISGUST SHAME 0.20 4
D4 SHAME FEAR 0.40 4
D4 GUILT DISGUST 0.40 4
D4 SHAME ANGER 0.37 22
D4 SHAME DISGUST 0.33 20
D4 FEAR DISGUST 0.33 4
D5 SHAME JOY 0.46 272
D5 SHAME DISGUST 0.42 240
D5 JOY DISGUST 0.36 186
D5 SHAME SHAME 0.34 185
D6 GUILT ANGER 0.43 6
D6 JOY DISGUST 0.30 99
D7 SHAME JOY 0.50 283
D7 GUILT ANGER 0.50 4
D7 SHAME DISGUST 0.49 268

Table 5.9: High-utility sequential rules with single antecedent and single conse-
quent
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Antecedent Consequent Antecedent Consequent
FEAR, GUILT JOY JOY, ANGER, SADNESS, GUILT DISGUST

FEAR, DISGUST, GUILT JOY JOY, ANGER, SADNESS, GUILT DISGUST

ANGER, SADNESS, SHAME JOY JOY, ANGER, DISGUST, SHAME FEAR

SADNESS, SHAME JOY JOY, ANGER, SADNESS, GUILT DISGUST

JOY, ANGER, DISGUST, SHAME FEAR JOY, ANGER, DISGUST, SHAME FEAR

JOY, DISGUST, SHAME FEAR JOY, DISGUST, SHAME FEAR

ANGER, DISGUST, SHAME FEAR JOY, ANGER, SADNESS, GUILT DISGUST

DISGUST, SHAME FEAR ANGER, SADNESS, SHAME JOY

JOY, DISGUST, SHAME ANGER ANGER, DISGUST, SHAME FEAR

DISGUST, SHAME ANGER JOY, ANGER, DISGUST, SHAME FEAR

JOY, ANGER, SADNESS, GUILT DISGUST JOY, DISGUST, SHAME FEAR

ANGER, SADNESS, GUILT DISGUST JOY, ANGER, SADNESS, GUILT DISGUST

JOY, DISGUST, SHAME FEAR, ANGER ANGER, SADNESS, SHAME JOY

DISGUST, SHAME FEAR, ANGER ANGER, DISGUST, SHAME FEAR

Table 5.10: High-utility sequential rules with the highest #UTIL, generated from ERminer versus HUSRM algorithm for
dataset D1. Rules reported below are obtained for a fixed value of min_confidence = 0.6
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The experiments on the real-world data sets have been set on the proper-
ties of the input data sequences, varying two input thresholds min_utility and
min_confidence. As a result, we have filtered down all the distinct high-utility
sequential rules, summarizing the distribution of the seven Ekman emotions on
the antecedent and on the consequent side, as depicted in the following radar
charts (Figure 5.7 a), b)). Interestingly, the antecedent radar chart is denser
than the consequent one and reveals that the ubiquitous emotion among all
data sets is {joy} followed by {sadness}. According to Fig.5.7 b) {sadness}
reappears as a ubiquitous emotion, this time on the consequent side. As to the
top-ranking emotions, there is evidence that the antecedent side is dominated
from {guilt} and the consequent side from {anger}, hence pointing towards
emotions that have a negative polarity.

For comparative purposes, in Table 5.10 we report sequential rules obtained
from the dataset - D1, using our algorithm HUSRM and an alternative sequential
rule mining algorithm - ERMiner [33]. We found that rules generated with
ERMiner and those with our proposed approach are not directly comparable
even though there is a slight overlapping if we consider the same rules generated.
This is due to the fact that our proposed framework is based on the utility score
which is conceptually different from what is used in ERMiner, which in turn
uses simply frequency-based thresholds.

5.4.2.3 Evaluation of high-utility rules individually

In this strand of experiments, we take a deep look at a representative excerpt
of data sets. We present our findings along two different perspectives: i) the
quantitative perspective backed from statistical-based evidence that we provide
from high-utility sequential rules, and ii) the qualitative perspective building
upon a careful human-oriented interpretation of high-utility sequential rules for
each data set. Under the qualitative (human-oriented interpretation) perspec-
tive, we craft two different experimental settings keeping one of the thresholds
(min_utility or min_confidence) fixed and varying the other one. In the first
setting, namely Setting 1 we keep min_confidence fixed and vary min_utility.
Conversely, in Setting 2 we keep min_utility fixed and vary min_confidence.

Results for Data set D1

Quantitative Results: In terms of quantitative results, high-utility sequen-
tial rules obtained from data set D1, suggest that the most frequently encoun-
tered emotions in the antecedent side are anger and shame occurring 83% of the
time each, vs the consequent side where the most frequent emotion is fear oc-
curring 67% of the time (also in Figure 4 (a)). The longest high-utility sequential
rule for D1 - the multiuser data set is {joy, anger, sadness, guilt} → {disgust}.
While the shortest one is {joy, anger, shame} → {fear}. Interestingly enough,
this rule is also the rule with the highest utility #UTIL. Additionally, D1 gen-
erates a collection of high-utility sequential rules, where anger and shame are
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the most dominating emotions, followed by joy and fear.

Qualitative Results: In terms of qualitative results, high-utility sequential
rules obtained from data set D1 (multi-user) suggest the following conclusions.

Setting 1: keeping a fixed value ofmin_confidence = 0.6 and varyingmin_utility
∈ [2,7]:

• Emotion fear appears only on the consequent side

• Emotions anger or sadness or shame or guilt appear only on the antecedent
side

• Whenever {anger, .., shame} appear among the antecedents they always pro-
duce the emotion fear

• Whenever {joy, anger, shame} appear on the antecedent side they always pro-
duce the emotion fear

• Whenever disgust is on the antecedent side the consequent is fear

• Whenever anger and sadness co-occur among the antecedent items, then they
can trigger disgust or joy

Setting 2: keeping a fixed value ofmin_utility = 4 and varyingmin_confidence
∈ [0.6-0.9]:

• Emotion fear appears only on the consequent side, whereas anger or sadness
or shame or guilt emotions do not appear at all on the consequent side

• When disgust appears on the consequent side the #UTIL tends to be higher

• Whenever {anger, sadness, guilt} co-occur on the antecedent side then the
consequent is always disgust

• Whenever {joy, ..., disgust, shame} co-occur on the antecedent side then the
consequent is always fear

Results from Data set D2

Quantitative Results: In terms of quantitative results the queries we ran
on the high-utility sequential rules database for data set D2, suggest that the
most frequently encountered emotions on the antecedent side are joy, anger,
and sadness occurring 46% of the time each, vs the consequent side where the
most frequent emotion is shame also occurring 46% of the time (see Figure 5.6
(b)). The longest high-utility sequential rule for D2 - a single user data set, is
{joy, anger, sadness} → {shame}. While the shortest one is {joy} → {anger},
which is also the most frequent rule and the one with the highest utility rule
#UTIL. Additionally, D2 generates a collection of high-utility sequential rules,
where joy, anger, sadness and shame are equally dominating emotions.
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Qualitative Results: In terms of qualitative results the queries we ran over
the database suggest the following conclusions:

Setting 1: keeping a fixed value ofmin_confidence = 0.2 and varyingmin_utility
∈ [2,8]:

• Emotion disgust or fear does not appear nor as a consequent neither as an
antecedent

• Co-occurring emotions joy and anger on the antecedent side trigger two different
emotions sadness or shame

• Emotion anger on the antecedent side triggers two different emotions sadness
or shame

• Co-occurring emotions anger and sadness on the antecedent side trigger emo-
tion shame

• {joy} → {anger} is the rule with the strongest if → then relationship holding
the highest value of #CONF

• Emotion sadness as a single antecedent item can trigger three different emotions
joy or anger or shame

Setting 2: keeping a fixed value ofmin_utility = 4 and varyingmin_confidence
∈ [0.35-0.1]:

• The presence of anger as an antecedent item triggers either sadness or shame
on the consequent side

• Co-occurring emotions joy, anger on the antecedent side trigger two different
emotions sadness or shame

• Emotions fear, guilt, disgust do not appear at all on both sides

• Emotion shame appears only on the consequent side

• Emotion joy appears only on the antecedent side

• {joy} → {anger} is the rule with the strongest if → then relationship holding
the highest #CONF value

Results from Data set D3

Quantitative Results: In terms of quantitative results the queries we ran
on the high-utility sequential rules database for data set D3, suggest that
the most frequently encountered emotions on the antecedent side are joy and
sadness occurring 50% of the time each, vs the consequent side where the
most frequent emotion is sadness occurring 29% of the time (see Figure 5.6
(c)). The longest high-utility sequential rule for D3 - a single user data set, is
{joy, anger, sadness, disgust} → {fear}. While the shortest one is {joy} →
{anger}. Interestingly enough, the most frequently generated rule is {joy, anger,
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disgust} → {sadness}. Additionally, D3 generates a collection of high-utility
sequential rules, where joy and sadness are the most dominating emotions,
followed by disgust and anger.

Qualitative Results: In terms of qualitative results the queries we ran over
the database suggest the following conclusions:

Setting 1: keeping a fixed value ofmin_confidence = 0.2 and varyingmin_utility
∈ [2,8]:

• Emotions that do not appear at all on both sides are shame and guilt

• Emotion joy on the antecedent side can trigger either anger or disgust on the
consequent side

• Emotion sadness as an antecedent can trigger either joy or anger or disgust
on the consequent side

• {joy} → {disgust} appears along with {disgust} → {joy}, both at low#CONF

• {joy, anger, disgust} → {sadness} is the rule with the highest #CONF = 0.5

Setting 2: keeping a fixed value ofmin_utility = 4 and varyingmin_confidence
∈ [0.2-0.5]:

• Emotion shame or guilt do not appear at all on both sides

• Emotion fear does not appear on the antecedent side

• Emotion sadness on the antecedent side can trigger either joy or anger or
disgust on the consequent side

Results from Data set D4

Quantitative Results In terms of quantitative results, high-utility sequential
rules obtained from data set D4, suggest that the most frequently encountered
emotions on the antecedent side are joy and anger occurring 52% and 48% of
the time respectively, vs the consequent side where the most frequent emotion
is sadness occurring 40% of the time (see Fig 5.6 (d)). The longest high-utility
sequential rule for D4 - a single-user data set is {joy, anger, sadness, guilt} →
{disgust}. While the shortest one is {shame} → {fear}. Interestingly enough,
{disgust} → {anger} is the rule with the highest utility #UTIL. Additionally,
D4 generates a collection of high-utility sequential rules, where joy and guilt
are the most dominating emotions, followed by anger and sadness.

Qualitative Results: In terms of qualitative results, high-utility sequential
rules obtained from data set D4 suggest the following conclusions:
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Setting 1: keeping a fixed value ofmin_confidence = 0.6 and varyingmin_utility
∈ [2,8]:

• Each of the emotions anger, sadness, shame or guilt appear only on the an-
tecedent side

• Whenever disgust is on the antecedent side, the consequent is fear

• {joy, anger, sadness, guilt} → {disgust} is a strong rule

• Whenever guilt appears on the antecedent side, disgust will be the consequent
emotion

• Emotion fear does not appear at all on the antecedent side

• Co-occurring emotions anger and shame on the antecedent side lead to either
joy or fear

Setting 2: keeping a fixed value ofmin_utility = 6 and varyingmin_confidence
∈ [0.3-0.6]:

• Emotion joy or shame or guilt does not appear on the consequent side at all

• Co-occurring emotions anger,sadness lead to the consequent emotion disgust

• Co-occurring emotions anger and guilt lead to at least one of the emotions on
the consequent side be disgust

• When guilt is among the antecedent items then rule confidence is higher, up to
#CONF = 1

• Co-occurring emotions anger and guilt on the antecedent side trigger sadness
or disgust or sadness, disgust

Results from Data set D5

Quantitative Results: In terms of quantitative results the queries we ran on
the high-utility sequential rules database for data set D5, suggest that the most
frequently encountered emotions on the antecedent side is shame occurring 67%
of the time, vs the consequent side where the most frequent emotion is sadness
occurring 33% of the time (see Fig 5.6 (e)). The longest high-utility sequential
rule for D1 - a single user data set, is {sadness, shame, guilt} → {joy}. While
the shortest one is {shame} → {joy}. Interestingly enough, this rule is also
the most frequently occurring and the rule with the highest utility #UTIL.
Additionally, D5 generates a collection of high-utility sequential rules, where
shame and joy are the most dominating emotions, followed by sadness.

Qualitative Results: In terms of qualitative results the queries we ran over
the database suggest the following conclusions:
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Setting 1: keeping a fixed value ofmin_confidence = 0.3 and varyingmin_utility
∈ [4,10]:

• Emotion fear appears only on the consequent side

• Emotions anger or sadness or shame or guilt appear only on the antecedent
side

• Whenever {anger, .., shame} appear among the antecedent items they always
trigger the emotion fear

• Whenever {joy, anger, shame} appear on the antecedent side they always trig-
ger the emotion fear

• Whenever disgust is on the antecedent side, then the consequent is fear

• Whenever anger and sadness co-occur on the antecedent side, then they can
trigger disgust or joy on the consequent side

Setting 2: keeping a fixed value ofmin_utility = 6 and varyingmin_confidence
∈ [0.2-0.5]:

• Increasing the value of min_confidence, the number of rules tends to decrease

• Emotion fear or anger or guilt do not appear on the consequent side at all

• The presence of guilt on the antecedent side dictates higher rule confidence up
to #CONF=0.5

• Whenever sadness is the first item on the antecedent side, the consequent emo-
tion is always joy

• For #CONF=0.5 (here the highest value), the consequent emotion is always joy

• Emotion anger does not appear at all on both sides

• Co-occurring sadness and guilt lead to the emotion joy on the consequent side

• Emotion shame triggers different emotions joy or sadness or disgust or joy,
sadness at the value of #CONF approx. 0.5

• Emotion anger triggers different emotions joy or sadness but at low #CONF
approx. 0.2375

• Emotion disgust triggers different emotions joy or sadness but at low #CONF
approx. 0.23
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Figure 5.6: Emotion frequency on the antecedent and consequent based on the
total distinct rules per data set in percentage (a) D1, (b) D2, (c) D3, (d) D4,
(e) D5, (f) D6, (g) D7

(a) (b)

Figure 5.7: Emotion frequency based on the overall number of distinct high-
utility sequential rules: a) Antecedent side, b) Consequent side.
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(a) (b)

(c) (d)

(e) (f)
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(g)

Figure 5.7: High-utility sequential rule mining metrics in terms of average
#UTIL and #SUP (a) D1, (b) D2, (c) D3, (d) D4, (e) D5, (f) D6, (g) D7
(cont.)
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Results from Data set D6

Quantitative Results: In terms of quantitative results, high-utility sequen-
tial rules obtained from data set D6, suggest that the most frequently encoun-
tered emotions on the antecedent side are guilt and joy occurring 83% and 53%
of the time respectively, vs the consequent side where the most frequent emotion
is anger occurring 73% of the time (see Figure 5.6 (f)). The longest high-utility
sequential rule for D6 - a single-user data set, is {joy, fear, disgust, shame, guilt}
→ {anger}. While the shortest one is {guilt} → {anger}. {joy} → {sadness}
is the rule with the highest utility #UTIL. Additionally, D6 generates a col-
lection of high-utility sequential rules, where guilt and anger are the most
dominating emotions, followed by joy and shame.

Qualitative Results: In terms of qualitative results, high-utility sequential
rules obtained from data set D6 suggest the following conclusions:

Setting 1: keeping a fixed value ofmin_confidence = 0.3 and varyingmin_utility
∈ [4,10]:

• Emotion anger appears on the consequent side when #CONF is high.

• Emotion anger does never appear on the antecedent side

• When #CONF goes below 0,35 emotion fear appears on the consequent side

• When fine-tuning min_utility the most present emotion on the consequent side
is anger

• joy or disgust or shame or guilt do not appear on the consequent side

• When joy and fear co-occur, the consequent emotion is always anger

• When guilt is on the antecedent side, then the consequent is always anger

• When fear is among the antecedent items, then the consequent is always anger

• When disgust, shame, guilt co-occur on the antecedent side, they lead to emo-
tion fear or anger or sadness or fear, anger on the consequent side

• Co-occurring joy, fear, guilt on the antecedent side lead to highest value of
rule confidence #CONF=1

Setting 2: keeping a fixed value ofmin_utility = 6 and varyingmin_confidence
∈ [0.4-0.7]:

• The presence of emotion guilt on the antecedent side decreases #UTIL

• The presence of emotion DISGUST on the antecedent side increases #CONF

• anger or sadness are the only emotions on the consequent side
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• Co-occurring emotions shame and guilt trigger two different emotions anger or
sadness

• Emotion anger does not appear on the antecedent side

• {joy, fear, disgust, shame, guilt} → {anger} is the rule with the highest confi-
dence #CONF=1.

Results from Data set D7

Quantitative Results: In terms of quantitative results, high-utility sequen-
tial rules obtained from data set D7, suggest that the most frequently encoun-
tered emotions in the antecedent side is guilt occurring 88% of the time, vs the
consequent side where the most frequent emotion is anger occurring again 88%
of the time (see Fig 5.6 (g)). The longest high-utility sequential rule for D7 - a
single-user data set, is {joy, sadness, disgust, shame, guilt} → {anger}. While
the shortest one is {shame} → {joy}. Interestingly enough, this rule is also
the rule with the highest utility #UTIL. Additionally, D1 generates a collection
of high-utility sequential rules, where anger and guilt are the most dominating
emotions.

Qualitative Results: In terms of qualitative results, high-utility sequential
rules obtained from data set D7 suggest the following conclusions:

Setting 1: keeping a fixed value ofmin_confidence = 0.4 and varyingmin_utility
∈ [4,10]:

• Emotions joy or sadness on the consequent side lead to a very high #UTIL but
low #CONF

• Whenever disgust appears on the consequent side, then the #CONF=1

• While increasing min_utility in the interval [2-10], the #CONF of the rules
decreases

• Emotion fear does not appear at all (both sides)

• Emotion anger appears only as a consequent emotion

• Emotion disgust or shame or guilt do not appear as consequent emotions

• Emotion shame as a antecedent item triggers two different emotions joy or
sadness

• Coexisting emotions joy and guilt lead to emotion anger

• Coexisting sadness and guilt lead to emotion anger

• Whenever guilt is on the antecedent side, then the consequent is always anger
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• For values of min_utility > 6 emotion disgust does not appear while sadness
shows only on the consequent side

• Increasing utility, the number of emotions on both sides shrinks to one on each
side

Setting 2: keeping a fixed value ofmin_utility = 6 and varyingmin_confidence
∈ [0.4-0.7]:

• The increase of min_confidence leads to rules with higher #CONF

• Increasing themin_confidence leads to the increase of the number of antecedents
and the consequent is dominantly emotion anger

• Increasing min_confidence, emotion joy or sadness is eliminated from the con-
sequent side, and anger becomes the predominant emotion on the consequent
side

• Emotion fear does not appear at all on both sides

• Emotion anger does not appear on the antecedent side

• At low values of min_confidence emotion shame triggers joy or sadness, at
higher min_confidence the presence of shame on the antecedent side leads to
the appearance of emotion anger
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Dataset ID Antecedent Consequent #CONF #UTIL

D1 JOY, ANGER, SHAME FEAR 0.67 8
JOY, ANGER, SADNESS, GUILT DISGUST 1.00 7
JOY, ANGER, DISGUST, SHAME FEAR 1.00 5

D2 JOY ANGER 0.35 21
JOY, ANGER SHAME 0.25 6
JOY, ANGER SADNESS 0.25 6

D3 JOY DISGUST 0.29 25
JOY ANGER 0.24 21
JOY, ANGER, DISGUST SADNESS 0.50 14

D4 DISGUST ANGER 0.37 22
DISGUST SADNESS 0.33 20
JOY, ANGER, SHAME FEAR 0.67 8

D5 SHAME JOY 0.46 272
SHAME SADNESS 0.42 240
JOY SADNESS 0.36 186

D6 JOY SADNESS 0.30 99
JOY, FEAR, SADNESS ANGER 0.32 29
JOY, FEAR, SADNESS, SHAME ANGER 0.50 25

D7 SHAME JOY 0.50 283
SHAME SADNESS 0.49 268
JOY, SHAME, GUILT ANGER 0.50 8

Table 5.11: Top 3 High-utility sequential rules with respect to #UTIL
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Data set ID Antecedent Consequent #CONF #UTIL

D1 JOY, ANGER, SADNESS, GUILT DISGUST 1.00 7
JOY, ANGER, DISGUST, SHAME FEAR 1.00 5
JOY, DISGUST, SHAME FEAR 1.00 4

D2 JOY ANGER 0.35 21
JOY, ANGER, SADNESS SHAME 0.33 4
JOY, SHAME GUILT 0.33 3

D3 JOY, ANGER, DISGUST SADNESS 0.50 14
ANGER, DISGUST SADNESS 0.33 7
JOY, ANGER, SADNESS, DISGUST FEAR 0.33 5

D4 JOY, ANGER, SADNESS, GUILT DISGUST 1.00 7
JOY, ANGER, DISGUST, SHAME FEAR 1.00 5
JOY, DISGUST, SHAME FEAR 1.00 4

D5 SADNESS, SHAME, GUILT JOY 0.50 9
SADNESS, GUILT JOY 0.50 7
SHAME JOY 0.46 272

D6 JOY, FEAR, DISGUST, SHAME,
GUILT

ANGER 1.00 6

JOY, FEAR, DISGUST, GUILT ANGER 1.00 5
JOY, FEAR, GUILT ANGER 1.00 4

D7 JOY, SADNESS, DISGUST, SHAME,
GUILT

ANGER 1.00 6

JOY, SADNESS, DISGUST, GUILT ANGER 1.00 5
JOY, DISGUST, SHAME, GUILT ANGER 1.00 5

Table 5.12: Top 3 High-utility sequential rules with respect to #CONF
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Datasets Pair High-Utility Sequential Rules

D6 D7 {GUILT} → {ANGER}
D6 D7 {ANGER,DISGUST, SHAME,GUILT} → {ANGER}
D6 D7 {DISGUST, SHAME,GUILT} → {ANGER}
D2 D3 {JOY,ANGER} → {SADNESS}
D2 D3 {JOY } → {ANGER}
D2 D3 {ANGER} → {SADNESS}
D2 D3 {SADNESS} → {JOY }
D2 D3 {SADNESS} → {ANGER}
D5 D7 {SHAME} → {JOY }

Table 5.13: Data sets having high-utility sequential rules in common

5.4.2.4 Comparison of high-utility rules of an individual user versus
a multi-user pool

The experimental work involving data sets D1-D7, produced a significant amount
of results, posing a need to formalize them further into conclusions and general-
ize results to extended contexts of the same nature. Along this line of thinking,
we take a comparative approach here, considering the multi-user data set D1
as a baseline and the remaining six single-user data sets D2-D7 as competitive
targets.

The results tabulated in Tables 5.11 and 5.12, allow us to assess the sequen-
tial rules drawn from data sets D1-D7, in terms of their confidence and utility
metrics. We focus our comparative analysis on data sets’ top three ranking
HUSR-s for each metric. There are several observations we can make.

First, a multi-user-oriented analysis seems to be less informing than a single-
user one, as the resulting HUSR-s from D1 (the multiuser dataset) have scoring
metrics that are predominantly lower than those of the single-user data sets.
This is in large part attributed to the fact that several users together may con-
vey different emotional status in a given time window, which may not necessarily
co-occur, leading to emotional behaviors with insignificant or no statistical evi-
dence at all.

Second and not surprisingly, there are still pairs of users who share common
emotional behaviors (expressed in terms of HUSR-s in common) as evidenced
in Table 5.13. It is clearly noted that the users behind data sets D6 and D7 re-
spectively have in common three distinct emotional patterns that always lead to
anger related reactions (posts). Similarly, users behind D2 and D3 also have a
strong correlation encapsulated in five emotion-rich HUSR-s in common. While
users behind D5 and D7 are loosely correlated through only one HUSR in com-
mon {shame} → {joy}. These conclusions on the similarity of users/datasets
are also drawn from Figure 5.7 charts. While varying min_confidence thresh-
old, we report its impact on the average rule utility and support for each user/-
dataset. Figure 5.7 evidences two subgroups that follow very similar patterns,
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SUM(rule_util) for each Consequent Emotion
Dataset
ID

JOY FEAR ANGER SADNESS DISGUST SHAME GUILT

D1 4 21 0 0 7 0 0
D2 2 0 23 10 0 22 5
D3 13 12 27 39 35 0 0
D4 4 31 22 53 33 0 4
D5 288 0 0 426 185 0 0
D6 0 16 157 114 0 0 0
D7 283 0 70 268 0 0 0

Table 5.14: Cumulative rule utility based on the consequent emotion of distinct
rules

respectively, D5, D6, D7 and D2, D3, implying, therefore emotional similitude.
Along similar lines, radar charts in Figure 5.7 suggest notable similitude between
data sets D6 and D7 (having a lot of overlapping areas in common) in terms of
frequency, density, and variety of emotions encountered in their corresponding
high-utility sequential rules.

Third, the HUSR mining approach seems to be more effective as the size of
the data sets increases, outpacing the impact of their temporal density increase.
Fourth, looking at Table 5.11, the shorter the HUSR, the higher becomes its
utility score, implying more interesting associations behind these rules. In terms
of rule utility, rules from data sets D7 and D5 followed by D6 are topping the
list, surpassing the baseline D1. In terms of rule confidence, rules from data
sets D4, D6 and D7 are the ones that reach the maximum value of #CONF
= 1, similar to the baseline D1 (see Table 5.12). Fifth, to further explore and
uncover hidden data patterns from our user-level sequential rules, we propose
a new metric called cumulative rule utility. For each user/dataset we calcu-
late the cumulative sum of utilities of distinct rules, whose consequent emotion
is joy, fear, anger, sadness, disgust, shame and guilt respectively. Results are
tabulated in Table 5.14, noting in bold the highest value for each dataset. We
suggest interpreting high values of cumulative rule utility as indicators of emo-
tions (emotive posts) that produce more effect. For example, for users behind
datasets D3, D4, and D5, sadness is the emotion that produces more effect.
Consequently, D5 reporting the highest value among the three may be sub-
jected to further analysis or profiling. Next, for D2 and D6 the emotion with
the highest effect is anger, notably more influential for D6 due its higher cu-
mulative rule utility value. Moreover, we believe this metric deserves further
investigation as future work, because it may be used to measure users’ distance
along with other traditional metrics and help discover sentiment communities.
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5.4.3 Discussion
The analysis of micro-blogging content through frequent pattern mining is in
itself a significant and challenging problem because it combines the extraction
of information from unstructured data and the discovery of regularities from
structured data. In the task investigated in the previous section (Section 5.4),
we tackled two additional complexity degrees, that is, the emotional content
of social media postings and the use of ’quantitative’ patterns. Indeed, high-
utility patterns have been considered to reduce the information loss concerning
the different emphasis with which distinct emotions can be voiced. A further
complexity degree lies in the study of the ’time-aware’ implication of the emo-
tions, which allows us to unearth insights on the temporal consequence rather
than the mere co-occurrence. This represents an innovation point compared to
different works, equally focused on the implication, but tailored for classic as-
sociation rules. Likewise association rules, the HUSR are very close to natural
language interpretations in a straightforward way, even without having a-priori
information about the problem.

Methodologically, the proposed computational solution is organized into
three main steps. The first and second steps are in charge of i) handling the
unstructured information of the social postings and ii) recognizing the mentions
of the emotions. Clearly, this part resorts to emotion detection models that
require supervised sentences specific to the language. However, this does not
constraint the whole framework to be adapted for other languages. The third
step implements a purely unsupervised data mining task, which does require no
adaptation.

From the experimental viewpoint, we focused on the sequences of emotional
states associated with individual users (user-level) rather than working on sum-
marizing sequences (community-level). Indeed, this allows us to preserve the
original occurrences of the emotions by reducing the risk of distribution drifts
that aggregations of the occurrences would have introduced.

From the application viewpoint, we explored the viability of the approach
in the context of social postings with political content, which turns out to be
appealing and challenging since it is a strong collector of opinions and emotions.
We further introduced a new metric, cumulative rule utility, which we believe
will open new avenues of future work, pointing to user distance measuring and
sentiment community discovery.

However, the psychological processes underlying how one voices emotions on
social media are so complex that, in this work, we were forced to take some ex-
emplifications. The first one is the size of the time window, whose value strongly
depends on the nature of the input messages. We plan to apply the proposed
approach to social messages with different topics (e.g., tweets related to Covid
pandemic) and explore the influence of the several time-window sizes. Another
exemplification is the one that assigns only one emotion to one sentence, while
each sentence can express different emotions. We believe that this aspect can
be further studied through solutions of Multi-label classification [24]. Finally,
social messages are produced at a high rate and should be acquired as elements
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of a potentially unbounded flow, which requires the adaptation to the streaming
discovery of rules [17] or the integration of background emotion hierarchies to
discover multi-level rules [66].



Chapter 6

Conclusions

This final chapter summarizes the contributions but also explains how we think
they can be pursued. In the first section, we highlight our main achievements
along with important concluding remarks. In a second time, we present open
research avenues that, we conjecture, could be followed subsequent to the work
presented in this dissertation.

6.1 Concluding remarks
Throughout this thesis, we tackled the predictive problem of emotion detec-
tion through a descriptive-oriented approach centered around sequential pattern
mining. In turn, this framed out our methodological contribution into a novel
sequential pattern mining computational solution, applied to real-world social
networks.

First, we concentrated on predictive text mining for microblogs. We pre-
sented an approach for analyzing micro-blogging text posts in the Albanian
language. Our approach to emotion analysis was purely predictive and it was
addressed as a classification problem/task. It classified a text fragment into a
set of pre-defined emotion categories and therefore detected the emotional state
of the writer (here author of the post) conveyed through the text. We have per-
formed a comparative analysis between different classifiers, using deep learning
and other classical machine learning classification algorithms. We also utilized
a stemming tool for the Albanian language to preprocess our datasets for the
second round of experiments. Experimental evaluation showed that deep learn-
ing produces overall better results compared with the other methods in terms of
classification accuracy. Interesting findings related to the length of the texts be-
ing processed and the impact on the classifiers’ accuracy show that this matter
requires future investigation. Furthermore, we determined that when too much
normalization was introduced, classifiers’ performance tended to deteriorate.
The stemming tool, in particular, did not result in any discernible improvement
in the classifier performance.
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Afterwards, we conceptualized a descriptive-oriented exploration, geared
towards characterizing, summarizing, and modeling emotion dynamics in mi-
croblog texts and posts in the Albanian language.

In primis, we proposed a descriptive approach casted as a clustering prob-
lem. We considered expanding the classification task and pursued a new one
related to the clustering of emotional texts in Albanian. The decision to per-
form word-based clustering on our initial data sets was motivated primarily by
the growing interest in real-world applications and/or technology enabled by
sentiment and emotion analysis. The task of word-based (keyword) clustering
applied on emotive user posts to build a potential user emotion profile, was
supported from the K-means clustering technique and the Silhouette Index (S-
Index) used to assess intra and inter-cluster consistency. The most interesting
conclusions revealed that in most of the cases the keyword clustering approach
performed pretty well by finding keywords that were relatable to the target
emotion that a single user has expressed through his/her posts. Subsequently,
we constructed emotion profiles for both individual users (user-level) and a het-
erogeneous user group (community-level). For most of the emotions considered,
the keywords extracted were semantically sound and related to our common
human perception. But, in other cases it was very interesting to evidence that
the prototype keyword suggested cause-effect relationships between words (such
as neologisms, slangs or hashtags) and specific emotions that reflect temporal
phenomenon, trends or hype. Interestingly enough, emotion profiling conducted
at the community level led to a dictionary of keywords that perfectly mirror the
Albanian socio-economic reality with social repercussions of healthcare, politics,
drugs, and cannabis, etc.).

In secundis, we deemed it necessary to explore the family of SPM algorithms,
on the promise to further our user-level emotion analysis on microblogging posts.
Initially, we underwent a thorough investigation of selected SPM algorithms, fo-
cused on the different algorithmic choices such as the (i) exploration of the
lattice of the patterns, (ii) representation of the database of sequences, and (iii)
generation of sequential patterns. Empirical evaluations helped us corroborate
how these choices affect the performance of the selected SPM algorithms. This
preliminary investigation is of great importance to the design of a sequence
mining approach on Big Data. Part of the conclusions reached has inspired our
final step, that of designing a computational solution that can work on messages
with emotional content, in order to recognize emotional states expressed by the
authors and further analyze them. We proposed a novel approach for fine-
grained emotion analysis, which takes into account our previously investigated
tasks and reflects the best results obtained, leading to a three-block workflow:
(i) textual data preparation, (ii) emotion classification, and (iii) high utility se-
quential rule mining. At this point we discussed and assessed one application of
the proposed framework to a real-world scenario, that is, detecting emotions and
discovering forms of implication between emotions through high-utility sequen-
tial rules on micro-blogs concerning politics. This application demonstrated the
framework’s applicability to real-world settings, as well as its ability to capture
user-level emotional behavior through emotion-aware and time-aware rules that
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can handle numeric information concerning the quantities of expressed emo-
tions. The generated high-utility sequential rules resulted very interesting due
to their potential to capture relationships between different expressed emotions
over time, and moreover, the evaluation/scoring function (here the Utility met-
ric) allowed us to detect statistically significant emotional behaviors. However,
modeling and analyzing processes that underlie emotion expressions are fairly
complex and several aspects should be reconsidered in these processes. With
that regard, we believe authors’ posting behavior can be modeled better if we
reconsider the time window of sequences of emotional states and experiment
further with varied sizes.

Another important aspect that deserves further investigation is the type of
emotion model that we adopt in our framework. Given the multilateral nature
of emotions, it might be insightful to experiment with alternative categorical or
dimensional emotion models that extend the range of emotion categories and
display these along several continuous dimensions.

The analysis of micro-blogging content using sequential pattern mining is
challenging in and of itself since it combines the extraction of information from
unstructured data sources and the identification of regularities from structured
data. To the best of our knowledge, high-utility sequential rule mining’ main
real-world applications, in any event go back to product recommendation and
market basket analysis. Hence, our approach is the first approach of using a
model based on the utility metric for the analysis of temporal data of user pro-
files. We have provided a conceptual mapping of the Utility metric (previously
used for the market basket rule scoring) in the domain of user profile modelling.
The input coming from user posts has been engineered so that it could fit the
HUSRM algorithm used in our approach.

By and large our main achievements amount to:

• The proposed framework is organized methodologically into three major
steps. The first and second steps are responsible for processing unstruc-
tured information from social postings and detecting emotional mentions.
Clearly, this part relies on emotion detection models, which need super-
vised sentences specific to the language of choice. Whereas the third step
is a purely unsupervised data mining task, that doesn’t necessarily im-
ply the use of lexical resources, thereby leading to a language-agnostic
approach.

• From an experimental viewpoint, we concentrated on the emotional state
sequences associated with specific users (user-level) rather than working
on summarizing sequences (community-level). Indeed, this allowed us to
retain the original occurrences of the emotions by reducing the risk of
distribution drifts induced by aggregations of the occurrences.

• From the application viewpoint, we assessed the feasibility of our approach
in the testbed of social postings with political content. This real-world
application turned out appealing and challenging too since social media
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represent a strong collector of opinions and emotions that are not eas-
ily discernible due to language peculiarities and microblogs’ typical lan-
guage/narrative. We also introduced a new metric, cumulative rule utility,
which we believe will open up new avenues of future work, pointing to user
distance measurement and sentiment community discovery. The signifi-
cance and benefit of our approach hold true even in other application areas
such as emotion/sentiment monitoring of brands or products and services,
sentiment metering, recommendation systems, political orientation mon-
itoring, etc., expanding, therefore the scope and applicability in several
domains.

6.2 Challenges and Future Work
Throughout this thesis, our main motivation has been to propose a novel ap-
proach purposed for fine-grained emotion detection and advanced emotion anal-
ysis at the user level. While our work posits a proof of concept, we are aware that
if transferred in industrial settings, there will exist a gap between the dimensions
of our datasets and those of real-world databases. In several commercial appli-
cations, training sets can be orders of magnitude bigger than those used in this
work, and dealing with them necessitates advanced technologies and high com-
putational resources, such as memory storage or thread parallelization. In the
same line of thinking, nowadays, the design of efficient text analytics solutions
should be performed in tandem with the achievement of scalability expectations.
The necessity to handle the growing pace and the increasing complexity of data,
often undermine our possibilities to come up with computationally feasible so-
lutions. Hence, scalability becomes of paramount importance and should be
treated with care.

In this work, we have delineated our approach escalating it from traditional
classification algorithms to deep learning models, and then expanded our scope
employing sequential pattern mining algorithms in our final framework. This
latter research exploration was undertaken in quest of shaping a novel text an-
alytics approach. Indeed, it resembled the data evolution per se and unveiled
a new challenge: instead of having to deal with the deluge of data, we real-
ized that we have to discern ways on how to handle the deluge of patterns.
In other words, one of the open research problems remains to devise scalable
mining algorithms focused on the mining of less but meaningful patterns. Re-
cent works propose smart approaches that would prevent early the generation
of patterns that are useless according to their specific definitions, rather than
post-processing extracted patterns. We believe promising results in this specific
research area would boost and improve our own proposed framework efficiency.

Language represents another important factor that comes into play while
assessing and evaluating the impact, efficiency, and transferability (repurpos-
ing of learned features) of our proposed framework. Our first tasks (emotion
detection and keyword clustering) were catered to the needs of the Albanian
language, not only because there exist no such works for Albanian but also be-
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cause it is a very interesting low-resource language. The first two blocks of our
framework, are language dependent and therefore rely on textual labeled data
in the Albanian language. This, however, does not prohibit the framework from
being modified for other languages. Extra flexibility was added through the
third block (see Figure 4.2), which relies on language-agnostic machine learning
approaches (that allow us to build models able to recognize emotions regard-
less of language), thus without necessarily incorporating lexical resources. In
summary, resource-rich languages can boost the accuracy of data analytic tools,
while pursuing similar tracks in low resource languages turns out challenging but
important to the native community. The need for impactful and transferable
solutions shifts the focus of the research community towards language-agnostic
tools or multilingual ones.

In our view, language is an observable phenomenon that points to hidden
states of emotion. This explains our decision to tackle the emotion detection
problem as a supervised, language-dependent text classification task. More
specifically, in our analysis we chose to exploit emotion signals at the sentence
level, trying to learn the conveyed emotion while taking into account the lex-
ical context in which they occur, rather than the overall discourse. Although
sentence-level sentiment analysis methods perform reasonably well at classifying
a message’s emotive nuance, a critical limitation of all of these systems is that
they completely ignore the structural nature of their input by either treating
it as a single whole (such as BoW approaches) or analyzing it as a monotone
sequence of equally important elements (such as RNN-s). This violates the hi-
erarchical principle of language as stated in [46], leaving, therefore, more room
for the investigation of discourse-aware emotion/sentiment analysis.

Another exemplification considered in this thesis is the one that assigns
only one emotion to one sentence, while each sentence can express different
emotions. In our experience, emotions cannot be covered by single words. In
fact, it is difficult to believe in mere "joy", "sadness" or "guilt". This is an
observation that is corroborated by the fact that language is in a way patriarchal
in that it oversimplifies feelings by fitting even hybrid emotions into firm "word
containers". We believe and propose that this aspect can be further studied
through solutions of Multi-label classification [24].

As social media platforms permeate every aspect of our lives, the nature of
data collection evolves rapidly, giving rise to a shift from static data sets to
data streams that must be analyzed in real-time. Thereby, the need to quickly
classify, characterize and follow up interesting or anomalous phenomena poses
a new open problem. In fact, the ability to respond rapidly to the potentially
most interesting events is a key bottleneck in most of the currently developed
emotion analysis solutions. Given the growth rate of social messages and the
need for time-critical response, we need to design fully automated and robust
approaches that can acquire the posts as elements of a potentially unbounded
flow, which requires the adaptation to the streaming discovery of rules [17] or
the integration of background emotion hierarchies to discover multi-level rules
[66].

Legislation such as the General Data Protection Regulation of the European
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Union and the California Consumer Privacy Act have brought data privacy
and security to the forefront of both research and industry. Privacy preserving
practices are becoming instrumental to the success and reliability of solutions
pertaining to the vast space of ML. In particular, the research problem tackled in
this thesis involving emotion analysis related tasks, raises concerns about privacy
related issues due to the nature of the input data and the social repercussions
of output data in real-world applications. We maintain that there are at least
four important privacy preserving pillars that should be taken in account to
make our approach more robust and trustworthy: training data privacy, input
data privacy, output data privacy and model privacy. Training data are often
difficult to derive, but in [16], authors show that these can be reverse-engineered
easily, placing an emphasis on the need to adopt solutions that can guarantee
that a malicious actor cannot infringe the privacy and reconstruct them. As
to input and output data, we should be able to guarantee that user’s data are
anonymized and not visible is not visible to any parties except for the user
whose data is being inferred upon. Last but not least, model privacy is meant
to protect the creator/company especially when the solution at hand processes
potentially sensitive information.

Finally, having realized the potential of our proposed approach, we conclude
that it can be leveraged to achieve promising results in community discovery
and graph search tasks. We can literally employ social graphs, to represent
people as nodes and their relationships as edges, which can also be labeled to
describe the relationship, emotional patterns, buying behaviors, etc. As a result,
connected nodes represent a dynamic network, where change is constant and
people tend to relate with those who share a similar way of thinking, leading to
the formation of communities. The identification of such communities is of high
commercial importance, especially to companies that can use this information
for viral marketing, customer targeting, opinion metering, etc., while hopefully
addressing also privacy and security concerns [96].
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